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Probabilistic Amplitude Shaping

● PAS encoding: systematic linear FEC encoder preserves amplitude 
distribution imposed by DM.

● PAS decoding: linear FEC decoder on full linear code, agnostic of DM.

This talk focuses on theoretic aspects of PAS

channel



Probabilistic Amplitude Shaping
Theoretical advances
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of PAS decoding
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Probabilistic Amplitude Shaping
https://github.com/gbsha/PAS 

https://github.com/gbsha/PAS
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PAS Achievable Rate

Killer application in optical 
communications:

● Operate over a large 
range of SNRs, 

● close to capacity, 
● with a fixed, low 

overhead FEC engine
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Remark: The CCDM distribution (“type”) is chosen in [5] according to the minimum cost for which the required rate is achieved. This results in lower cost than starting from 
an MB distribution and quantizing it to an n-type. The minimum cost DM (MCDM) indexes the 2^k least cost length n sequences. Thus, both for CCDM and MCDM, the 
distribution (averaged both over the sequences and the entries of the sequences) has only a subordinate role. Further, in practice, the cost penalty has proven to be a 
more relevant metric for DM comparison than rate loss or relative entropy, for two reasons: (1) the MB distribution itself results from minimizing cost; so directly minimizing 
cost is more meaningful than approximating an MB distribution. (2) rate is a system parameter, which usually has to be realized exactly.
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Source Mapper Channel Demapper Loss

alphabet







Summary

Practical PAS is well understood, theoretical understanding is still incomplete. 

We lack

● Algorithm for optimizing input distribution under constrained FEC overhead.
● Channel coding theorem for minimum cost DM (optimal DM?)
● Better understanding difficulty of data-driven input distribution optimization.








