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Any rate that can be achieved with feedback can be achieved without feedback.  
THEOREM (SHANNON)

An Operational Interpretation and a surprise.

Any rate that can be achieved with ACK/NACK feedback and a Variable-Length Code
can be achieved without feedback.  

COROLLARY (Further constraining the feedback cannot help.)

SURPRISE
Any rate that can be achieved with ACK/NACK feedback and a Variable-Length Code
can be closely approached without feedback using the same Variable-Length Code.
.  



The feedback is limited to 
ACK/NACK.

FINITE-BLOCKLENTH ANALYSIS OF 
VARIABLE-LENGTH CODES WITH
STOP FEEDBACK

Polyanskiy, Poor, and Verdu
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Theorem 3: Fix a scalar

, a channel

and an arbitra
ry

process

taking

values in
. Define a probability

space with
finite-dimensional

distr
ibutions given by (23), shown at the bottom of the page, i.e.,

and
are independent copies of the same process and

is

the output of the channel when
is its input. For the joint distr

i-

bution (23) define a sequence of information density
functions

(24)

and a pair of hittin
g tim

es

(25)

(26)

Then for any
there exists

an

VLF code with
(27)

(28)

Furthermore, for any
there exists

a deterministi
c

VLF code with
satisf

ying (28) and

(29)

Remarks:

1) It is instru
ctive to think of

and
as the sent code-

word, the output of the channel in response
to

and a

codeword distr
ibuted as

but independent of

.

2) Worsening the bound to (29) is advantageous, since for

symmetric
channels we have

, and thus,

the second part of Theorem 3 guarantees the existe
nce of a

deterministi
c code without any sacrifice in performance.

3) Theorem 3 is a natural extension of the DT bound [12,

Theorem 17], since (28) corresponds to the second term

in [12, (70)], whereas the first
term

in [12, (70)] is missi
ng

because the information density
corresponding to the true

messa
ge eventually

crosse
s any lev

el
with

probability

one.

4) Interestin
gly, pairin

g
a

fixed
stopping

rule
with

a

random-coding argument has been already discovered

from
a diffe

rent persp
ective: in

the contex
t of universal

variable-length codes [6]–[10], stopping rules based on a

sequentially
computed EMI were shown to be optim

al in

sev
eral diffe

rent asymptotic
senses. Although invaluable

for universal coding, EMI-based decoders
are

hard
to

evaluate non-asymptotically
and their analysis

relies on

inherently
asymptotic

methods, such as type-counting, cf.

[10].

Proof: To define a code we need to specify

.

First
we define a random variable

as follows: (30)

(31)

where

is the distr
ibution of the process

. Note that even

for

will
have the cardinality

of the real line
.

However, in view
of Theorem 19,

can always be reduced

to 3.
The realization of

defines
infinite

dimensional vectors

. Our encoder and decoder will de-

pend on
implicitly

through

. The coding scheme con-

sist
s of a sequence of encoders

that map a messa
ge

to an

infinite
sequence of inputs

without any reg
ard

to

feedback

(32)

where

is the
th coordinate of the vector

. Obviously,

such encoder satisfi
es (10).

At tim
e instant , the decoder computes

information den-

siti
es

(33)

where

is the restri
ction of

to the first
symbols. The

decoder also
defines

stopping tim
es

(34)

The final decisio
n is made by the decoder at the stopping tim

e

(35)

This means that
is the moment of the first

-upcrossin
g

among all
. The output of the encoder is

(36)

We are left with
the problem of choosing

.

This will be done by generating
randomly, independently

of each other and distr
ibuted according to

on
.

We give an interpretation for our decoding scheme in the spe-

cial case of a memoryless channel with

, i.e.,

are independent and identically
distr

ibuted with
a single-letter

distr
ibution

. In this case, the decoder observes
random

walks
one of which has a positi

ve drift

(the true

messa
ge) and

have negative drift
s

,

(23)
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7

𝑛 ≥ 0: 𝑖 𝑋7 𝜃 , 𝑌7 > 𝛾

𝐸𝜏∗ < B
C
+1

Abraham Wald
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PPV Achievable Rates for BI-AWGN Channel
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Real codes, 5 Transmissions, Constant Increments
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Abstract—Variable-length codes with incremental redundancy

controlled by feedback allow a system to approach capacity with

short average blocklengths and thus relatively low-complexity

decoders. This paper shows how to use those same variable-length

codes with incremental redundancy to approach capacity without

feedback. The general principle is to provide a common pool of

redundancy that can be accessed by exactly the variable-length

codes that need it. We provide example implementations using

both regular and irregular low-density generator matrix (LDGM)

codes to provide this common pool of redundancy, utilizing the

inter-frame coding approach that Zeineddine and Mansour used

to combat rate variation due to fading in broadcast transmissio
ns.

Obtaining the LDGM degree distributions requires a new design

methodology involving differential evolution for a generalized

peeling decoder. Monte-Carlo simulations using a 2dB binary-

input additive white Gaussian noise channel confirm the feasi-

bility
of this new approach. For a frame error rate of 10

−3 , the

irregular LDGM code achieves 96% of the throughput of the

corresponding feedback system.

I. INTRODUCTION

For a point-to-point discrete memoryless channel, Shannon

[1] established that feedback does not improve the capacity.

However, feedback does reduce the error exponent of such

channels [2]. Polyanskiy et al. [3] showed that a system

with feedback can achieve a rate near capacity and a target

codeword error probability
with a significantly shorter average

blocklength than a system without feedback.

Polyanskiy’s theoretical analysis and subsequent implemen-

tations by Williamson et al. [4] and Vakilinia et al. [5] have

focused on the reduction in average blocklength that can be

achieved by using variable-length (VL) codes (having a short

average blocklength) that rely on incremental redundancy (IR)

that is controlled using feedback.

The result that feedback cannot improve capacity is gener-

ally considered to be a statement about what is not possible.

However, this paper re-interprets that result in a constructive

way, showing that the most common practical feedback strat-

egy of variable-length coding with incremental redundancy can

actually be accomplished without the need for feedback. This

paper shows a method by which exactly the same VL codes

and IR of a feedback system may be used in a system that

does not use feedback but still
achieves the same throughput

and codeword error probability
as the feedback system.

This research is supported by NSF grant CCF-1618272. Any opinions

findings, and conclusions or recommendations expressed in this material are

those of the author(s)
and do not necessarily

reflect the views of the National

Science Foundation.

As described above, a well-known benefit of feedback is that

capacity can be approached with a short average blocklength.

The approach described in this paper does not use feedback

and thus cannot accrue that benefit precisely. Rather, the

overall system described in this paper has a blocklength that

is fixed and, typically, rather long. The real benefit of the

proposed approach is that much of the processing that happens

at the receiver can be distrib
uted to a large number of decoders

operating (perhaps in parallel) on individual VL codes that

do have short average blocklengths. Thus, the approach seeks

to provide long-blocklength performance (i.e. by approaching

capacity without feedback) with short-blocklength decoders.

Consider a transmitter sending a fixed number of VL codes

in parallel. Appealing to ergodicity, the overall amount of IR

needed by a large number of VL codes operating on a discrete

memoryless channel can be computed with high confidence.

The remaining issue is to ensure that the transmitted IR can

be used by the VL codes that need it. The novel inter-fra
me

coding approach of Zeineddine and Mansour [6] transmits

linear combinations of constant-length IR sequences to combat

rate variation due to fading in broadcast transmissio
ns, without

the use of feedback. We apply this approach to a smaller time

scale, where the variation is due to the symbol-by-symbol

variation of the channel dispersion [3] in a non-fading channel

rather than the codeword-by-codeword variation due to fading.

Section II reviews the theoretical and practical capabilitie
s

of VL codes with IR controlled by feedback and describes a

specific example that will be adapted to a system that does not

use feedback. Section III describes how linear combinations of

IR used in conjunction with a peeling decoder can provide IR

to exactly those VL codes that need that redundancy. Section

IV details the differential evolution algorithm used to design

the degree distrib
utions for the low-density

generator matrix

(LGDM) [7] code that is used to linearly combine IR. Section

V presents the overall performance results of two systems, one

using a regular LDGM code and the other using an irregular

LDGM code. Section VI concludes the paper.

II. INCREMENTAL REDUNDANCY WITH FEEDBACK

The performance of a VL code with IR and feedback is

characterized by the throughput rate R
(FB)

t

achieved while

not exceeding a target (codeword) failure rate ϵ, where

R
(FB)

t

=
E[I

]

E[T
]
,

(1)
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Quasi-Cyclic Protograph-Based Raptor-Like LDPC

Codes for Short Block-Lengths
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w, IE
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Abstract—Protograph-based
Raptor-lik

e
low-densit

y
parity

-

check
codes

(P
BRL

codes)
are

a
family

of
easil

y
encodable

rate-compatib
le

LDPC
codes.

PBRL
codes

have
an

excelle
nt

performance
across

all
desig

n
rates.

Quasi-
cyclic

(Q
C) PBRL

code familie
s permit

high-sp
eed decoder im

plementatio
ns.

PBRL

codes desig
ned

thus far,
for both

long
and

sh
ort block-le

ngths,

have been
based

on
optim

izing
the ite

rativ
e decoding

thresh
old

of the protograph
of the PBRL

family
at various desig

n
rates.

This
paper introduces a

desig
n

method
to

obtain
bette

r QC

PBRL
code familie

s at sh
ort block-le

ngths (of a few
hundred bits

)

for low
frame error rate

(F
ER) requirements.

W
e first

select a

protomatrix
for

the
highest

desig
n

rate. To
add

a
new

row
to

lower the rate, we keep
all

the previously
obtained

rows of the

PBRL
protomatrix

fixed
and

select the new
row

that maxim
izes

an upper bound on the minim
um

dist
ance of any QC-L

DPC
code

that can
be obtained

from
the protomatrix. The new

QC
PBRL

code familie
s outperform

the original PBRL
codes at sh

ort block-

lengths by providing a sig
nificantly

bette
r low-F

ER
performance.

The
sta

ndard
approach

to
computin

g
the

aforementio
ned

upper bounds requires complexity
that grows exponentia

lly
with

the siz
e of the protomatrix. However,

we sh
ow

that the str
ucture

of a
PBRL

protomatrix
lets

us obtain
the

upper
bounds with

complexity
that grows

only
lin

early
with

the
siz

e
of a

PBRL

protomatrix. Usin
g

the
complexity

reductio
n

resu
lts

, we
also

esta
blis

h an equivalence betw
een the exhausti

ve search to
desig

n

a new
row

for a PBRL
protomatrix

according to
the new

desig
n

method
and

an
integer lin

ear program
(IL

P).

Index Terms—Channel Codes,
Ite

rativ
e Decoding

Thresh
old,

LDPC
Codes,

M
inim

um
Dist

ance, Permanents,
PBRL

Codes,

Raptor Codes,
Rate-C

ompatib
le

Codes.

I. INTRODUCTION

R
ATE-COMPATIBLE (RC) channel codes are at the core

of systems with incremental redundancy (IR). IR at the

physical layer of a system allows efficient transmissio
n over

a time-varying channel. RC codes operate in phases: First,

the transmitter of the system sends the highest-ra
te codeword

This material is based upon work supported by the National Science

Foundation (NSF) under grant CIF-1618272. Any opinions, findings, and

conclusions or recommendations expressed in this material are those of the

author(s)
and do not necessarily

reflect the views of the NSF. Research was

carried out in part at the Jet Propulsion Laboratory (JPL), California Institu
te

of Technology, under a contract with NASA.

This paper was presented in part at the 2017 IEEE International Symposium

on Information Theory (ISIT).

Sudarsan. V. S. Ranganathan and Richard. D. Wesel are with the De-

partment of Electrical and Computer Engineering, University
of California,

Los Angeles, Los Angeles, CA 90095, USA (e-mail: sudarsanvsr@g.ucla.edu,

wesel@g.ucla.edu).

Dariush Divsalar is with the Department of Electrical and Computer Engi-

neering, University
of California, Los Angeles, Los Angeles, CA 90095, USA,

and also with the Jet Propulsion Laboratory, California Institu
te of Technology,

Pasadena, CA 91109, USA (e-mail: Dariush.Divsalar@jpl.nasa.gov).

Copyright (c) 2018 IEEE. Personal use of this material is permitted.

of a certain size over the channel. If the receiver is unable

to decode the received noisy codeword, the transmitter then

sends additional codeword symbols to the receiver to allow

the receiver attempt another decoding round, but now with a

longer received codeword. The process continues until either

a maximum number of transmissio
ns have been attempted or

the decoder succeeds in decoding the received codeword.

RC channel codes that use soft decisions at the receiver were

first introduced by Hagenauer in [1]. Here, the author proposed

using a punctured convolutional code (See Cain et al. [2].) as

the highest-ra
te code, with the transmitter sending symbols

that are initially punctured as IR. These codes are called

RC punctured convolutional (RCPC) codes. More recently,

RC punctured turbo (RCPT) codes, introduced by Narayanan

and Stüber in [3], have been demonstrated to have excellent

throughput performances. RCPC codes and RCPT codes are

schemes that are both based on punctured convolutional codes.

Our work focuses on RC codes based on low-density
parity-

check (LDPC) codes, which were introduced by Gallager in

[4]. Optimized LDPC code ensembles have iterative decoding

thresholds very close to channel capacity over various discrete

memoryless channels (See Richardson and Urbanke [5].) As

demonstrated by Richardson et al. in [6], despite possessing a

sub-optimal iterative decoder, irregular LDPC codes designed

according to optimized degree distrib
utions of the underlying

Tanner graph [7] have frame error rate (FER) performances

very close to capacity at sufficiently long block-lengths. Their

excellent performance comes at a cost, though, as decoders

of unstructured LDPC codes have a high implementation

complexity. Therefore, LDPC codes with some structure in

their parity-check matrix
are generally preferred in practice.

Protograph-based LDPC codes are one class of structured

LDPC codes. A protograph is a small Tanner graph that

can be used to obtain LDPC codes of various block-lengths

with the same structural connections as the protograph. First

described by Thorpe in [8], LDPC codes based on protographs

are amenable to tractable analysis and design procedures. It

is possible to obtain the iterative decoding threshold of a

protograph LDPC code ensemble using only the protograph,

as shown by Divsalar et al. [9], Liva and Chiani [10], and

others. The ensemble weight enumerators of a protograph can

also be obtained, as shown by Abu-Surra et al. [11] and others.

Protograph-based quasi-cyclic LDPC (QC-LDPC) codes

[12], a class of protograph codes, have parity-check matri-

ces composed of circulant permutation matrices (CPMs) and

permit very-low-complexity decoder implementations [9]. The

presence of CPMs in protograph QC-LDPC codes facilitates
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Variable Length Codes without feedback.
SURPRISE
Any rate that can be achieved with 
ACK/NACK feedback and a Variable-
Length Code can be closely 
approached without feedback using 
the same Variable-Length Code.
.  
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Inter-frame Coding (IFC) [Zeineddine & Mansour]



IFC as a Low-Density Generator Matrix
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IFC as a Low-Density Generator Matrix



Generalized Peeling Decoder for IFC

19

Copyright 2018 Richard Wesel



20

Probability of Termination for our codes
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What degree distributions allow GPD to converge?
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What degree distributions allow GPD to converge?
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• Following [Luby et al. Trans. IT 2001] and assuming a 
geometric PMF for 𝛿 𝑗 [Zeineddine & Mansour] found a 
sequence of 𝜆 𝑥 and 𝜌 𝑥 distributions as parameters 
𝑑 → ∞ and 𝑗 → ∞.

• But these distributions have unbounded support and 
anyway 𝛿 𝑗 turns out to follow a Gaussian model.



Rate of first decoding is well-modeled by Gaussian.
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𝜹 𝒋 PMF as slices from the Gaussian
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The probability of VL code not decoding
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Differential Evolution

27

Copyright 2018 Richard Wesel

Approaching Capacity Using Incremental

Redundancy without Feedback

Haobo Wang, Sudarsan V. S. Ranganathan, Richard D. Wesel

Department of Electrical Engineering, University
of California, Los Angeles, Los Angeles, California 90095

Email: {whb12, sudarsanvsr, wesel}@ucla.edu

Abstract—Variable-length codes with incremental redundancy

controlled by feedback allow a system to approach capacity with

short average blocklengths and thus relatively low-complexity

decoders. This paper shows how to use those same variable-length

codes with incremental redundancy to approach capacity without

feedback. The general principle is to provide a common pool of

redundancy that can be accessed by exactly the variable-length

codes that need it. We provide example implementations using

both regular and irregular low-density generator matrix (LDGM)

codes to provide this common pool of redundancy, utilizing the

inter-frame coding approach that Zeineddine and Mansour used

to combat rate variation due to fading in broadcast transmissio
ns.

Obtaining the LDGM degree distributions requires a new design

methodology involving differential evolution for a generalized

peeling decoder. Monte-Carlo simulations using a 2dB binary-

input additive white Gaussian noise channel confirm the feasi-

bility
of this new approach. For a frame error rate of 10

−3 , the

irregular LDGM code achieves 96% of the throughput of the

corresponding feedback system.

I. INTRODUCTION

For a point-to-point discrete memoryless channel, Shannon

[1] established that feedback does not improve the capacity.

However, feedback does reduce the error exponent of such

channels [2]. Polyanskiy et al. [3] showed that a system

with feedback can achieve a rate near capacity and a target

codeword error probability
with a significantly shorter average

blocklength than a system without feedback.

Polyanskiy’s theoretical analysis and subsequent implemen-

tations by Williamson et al. [4] and Vakilinia et al. [5] have

focused on the reduction in average blocklength that can be

achieved by using variable-length (VL) codes (having a short

average blocklength) that rely on incremental redundancy (IR)

that is controlled using feedback.

The result that feedback cannot improve capacity is gener-

ally considered to be a statement about what is not possible.

However, this paper re-interprets that result in a constructive

way, showing that the most common practical feedback strat-

egy of variable-length coding with incremental redundancy can

actually be accomplished without the need for feedback. This

paper shows a method by which exactly the same VL codes

and IR of a feedback system may be used in a system that

does not use feedback but still
achieves the same throughput

and codeword error probability
as the feedback system.

This research is supported by NSF grant CCF-1618272. Any opinions

findings, and conclusions or recommendations expressed in this material are

those of the author(s)
and do not necessarily

reflect the views of the National

Science Foundation.

As described above, a well-known benefit of feedback is that

capacity can be approached with a short average blocklength.

The approach described in this paper does not use feedback

and thus cannot accrue that benefit precisely. Rather, the

overall system described in this paper has a blocklength that

is fixed and, typically, rather long. The real benefit of the

proposed approach is that much of the processing that happens

at the receiver can be distrib
uted to a large number of decoders

operating (perhaps in parallel) on individual VL codes that

do have short average blocklengths. Thus, the approach seeks

to provide long-blocklength performance (i.e. by approaching

capacity without feedback) with short-blocklength decoders.

Consider a transmitter sending a fixed number of VL codes

in parallel. Appealing to ergodicity, the overall amount of IR

needed by a large number of VL codes operating on a discrete

memoryless channel can be computed with high confidence.

The remaining issue is to ensure that the transmitted IR can

be used by the VL codes that need it. The novel inter-fra
me

coding approach of Zeineddine and Mansour [6] transmits

linear combinations of constant-length IR sequences to combat

rate variation due to fading in broadcast transmissio
ns, without

the use of feedback. We apply this approach to a smaller time

scale, where the variation is due to the symbol-by-symbol

variation of the channel dispersion [3] in a non-fading channel

rather than the codeword-by-codeword variation due to fading.

Section II reviews the theoretical and practical capabilitie
s

of VL codes with IR controlled by feedback and describes a

specific example that will be adapted to a system that does not

use feedback. Section III describes how linear combinations of

IR used in conjunction with a peeling decoder can provide IR

to exactly those VL codes that need that redundancy. Section

IV details the differential evolution algorithm used to design

the degree distrib
utions for the low-density

generator matrix

(LGDM) [7] code that is used to linearly combine IR. Section

V presents the overall performance results of two systems, one

using a regular LDGM code and the other using an irregular

LDGM code. Section VI concludes the paper.

II. INCREMENTAL REDUNDANCY WITH FEEDBACK

The performance of a VL code with IR and feedback is

characterized by the throughput rate R
(FB)

t

achieved while

not exceeding a target (codeword) failure rate ϵ, where

R
(FB)

t

=
E[I

]

E[T
]
,

(1)

2017 IEEE International Symposium on Information Theory (ISIT)

978-1-5090-4096-4/17/$31.00 ©2017 IEEE

161



Great performance with almost-regular 𝜌(𝑥)

28

Copyright 2018 Richard Wesel

Channel Code Analysis and Design using Multiple

Variable-Length Codes in Parallel without Feedback

Haobo Wang and Richard D. Wesel

UCLA Communications Systems Laboratory, Electrical and Computer Engineering Department

University
of California, Los Angeles (UCLA), Los Angeles, CA 90095, USA

Email: {whb12, wesel}@ucla.edu

Abstract—This paper considers a channel coding paradigm

that enables high throughput by using many variable-length

codes in parallel, where each of the parallel codes has a

short average blocklength. The inter-frame coding of Zeineddine

and Mansour provides variable-length codes with incremental

redundancy from a common pool of redundancy in a way that

does not require feedback. A probability-based derivation of a

generalized peeling decoder extends the results of Luby et al.

to the inter-frame scenario. A new expression characterizes the

probability
that a variable-length decoder in the inter-frame sys-

tem will fail. Additionally, the three causes for throughput loss as

compared to the original feedback system are identified, yielding

a new, and far simpler, quasi-regular design methodology for

the right degree distribution of the inter-frame code. The inter-

frame paradigm can apply to any communication channel, but

this paper uses the additive white Gaussian noise channel to

demonstrate the concepts.

I. INTRODUCTION

Practical systems and theoretical analysis [1]–[3] show that

using a variable-length (VL) code with incremental trans-

missio
ns controlled by ACK/NACK feedback can approach

capacity with short average blocklengths on the order of

200-500 symbols. This paper studies the analysis and design

of systems that use many variable-length codes in parallel

and without feedback to approach capacity for point-to-point

communication.

As described in [4] a large number of capacity-approaching

VL codes can be decoded in parallel without feedback using

the inter-fra
me coding approach of Zeineddine and Mansour

[5], where an appropriate number of linear combinations of

incremental redundancy, which we will refer to as a common

pool of redundancy (CPR), are transmitted. This can also

be considered as an example of a doubly generalized LDPC

code [6]. A peeling decoder applied to the CPR provides

incremental redundancy to the VL decoders. Peeling decoders

have been applied in a similar way for multiple access

channels [7]–[10].

The proposed coding system has significant advantages in

high-throughput applications providing both parallelism
and

the complexity advantage of short-blocklength decoders. Op-

tical communications and non-volatile memory data storage

are two potential applications for such systems. With an

Research supported by National Science Foundation (NSF) grant CCF-

1618272. Any opinions, findings, and conclusions or recommendations are

those of the author(s) and do not necessarily
reflect the views of the NSF.

additional high-rate code to correct for the occasional VL

code failure, the very low frame error rates required by these

applications can be achieved.

The parallel system has as its conceptual building block

a VL code, which for the examples in this paper is a tail-

biting convolutional code with the reliability
output Viterbi

decoding algorithm in [4] and pseudo-random puncturing. The

expected number of increments required by the VL code (with

feedback) determines an upper bound on the throughput of the

proposed system (that does not use feedback), but as shown

below, practical inter-fra
me coding systems suffer a small loss

in throughput from that bound.

The inter-fra
me code that generates the CPR is a general-

ization of one stage of the cascaded erasure correction scheme

in [11], which is described by a bipartite
graph. The left nodes

in the graph represent the VL codes, and right nodes are the

linear combinations of incremental redundancy that comprise

the common pool of redundancy. Once the VL code has been

specified, the main design question becomes the determination

of the left and right degree distrib
utions.

Zeineddine and Mansour showed in [5] that using a gen-

eralization of the heavy-tail distrib
ution for the left degree

distrib
ution and a mixture of Poisson distrib

utions for the

right distrib
ution can asymptotically achieve the throughput

of the VL code with feedback if the number of increments

required by the VL code follows a geometric
distrib

ution.

The generalized heavy-tail distrib
utions of [5] have (asymp-

totically) infinite support, but practical systems will have

finite support. The system studied in this paper is constrained

such that all left nodes have the same degree, which is

the number of increments (four in this paper) produced by

the VL encoder. Furthermore, the distrib
ution describing the

number of increments required to decode is not a geometric

distrib
ution according to analysis in [2] and [12].

In the context of a fixed, regular left degree distrib
ution

and a non-geometric, empirically-obtained distrib
ution on the

number of increments required for successful VL decoding,

this paper seeks to find the most suitable right degree distri-

bution in the context of two main performance goals:

1) Maximizing feedback-free throughput R
(FF )

t
, which is

upper bounded by the rate R
(FB)

t

of the feedback system;

2) Guaranteeing that the feedback-free VL decoder failure

rate ✏FF
is below a target value ✏⇤FF

.
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Simulations compared to Density Evolution
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Rate loss due to extra right nodes

𝛽VV =
𝑑W
𝑎Y

=
4

3 + 1 − 𝛼
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Density Evolution for Peeling Decoders

Convolutional 
Code LDPC NB-LDPC

alpha 0.432 0.43 0.466
ar 3.568 3.57 3.534
Bff 1.12 1.12 1.13

Rff 0.507681527
0.55001249

8
0.55961973

1
Percent of FB 97.42% 98.57% 98.04%
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