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Outline
1. Introduction: information theory, capacity - why optical 

compensation?
2. Phase conjugation: what, when why, how.
3. Examples of recent Chalmers work

– PSAs
– conjugate data repetition
– Self-homodyne reception

4. How can we get significantly more than 3 dB of gain?
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What about Shannon capacity in fibers?

If you get a decreasing capacity curve you are either:

• computing a lower bound 
• using an improper channel model, e.g.,

– depending on signal power, 
– infinite memory

• not optimizing over enough modulation formats
• using multichannel transmission with particular 

behavioral models

C

signal power

AWGN channel
C=log2(1+SNR)
[Recently shown to be 
upper bound!]

Nonlinear fiber
(lower bound)

Nonlinear fiber
(improved unbounded
 lower bound!)

Real nonlinear fiber capacity?
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Reading list: 

R-J. Essiambre et al., JLT 2010 

(Capacity in fiber systems) 

E. Agrell, TCom. 2015 

(Capacity and lower bound)  

E. Agrell et al. JLT 2014,  

(channels with memory) 

E. Agrell and M. Karlsson, JLT 2015 

(multiuser channels) 

G. Kramer et al., ArXiv 2015 

(upper bound)
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How can we increase throughput?

• More channels in parallel 
– time (TDM, limited by electronic speeds)
– wavelength/frequency (WDM, limited by optical amplifier 

bandwidth) 
– spatial - cores, modes, polarizations (SDM, unlimited !?!)

• Better channel hardware
– novel fibers (lower loss, lower NL, less (or more!) dispersion)
– better amplifiers (distributed, phase-sensitive, broadband)
– faster and more advanced Tx/Rx (high-speed electronics, more 

DSP)
• Higher order modulation formats+coding

– requires high SNR (limited by nonlinearities)
– coded modulation, optimized for the optical channel
– may require NL mitigation
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for uncoded transmission with traditional modulation formats,1
as demonstrated in experiments and simulations [9], [15],
[38], and that it is very simple to analyze. It is, however,
not intended for nonstationary input sequences, i.e., sequences
whose statistics vary with time, because the transmit power P
in (2) is defined as the (constant) power of a random variable
that generates the i.i.d. symbols xk. In order to capture the
behavior of a wider class of transmission schemes, the GN
model can be modified to depend on a time-varying transmit
power, which is the topic of the next section.

D. The Finite-Memory GN Model

As mentioned in Sec. I and II-C, a finite-memory model is
essential in order to model the channel output corresponding
to time-varying input distributions. Therefore, we refine the
GN model in Sec. II-C to make it explicitly dependent on the
channel memory N , in such a way that the model “converges”
to the regular GN model as N → ∞. Many such models can
be formulated. In this paper, we aim for simplicity rather than
accuracy.

The proposed model assumes that the input–output relation
is still given by (1), but the average transmit power P in (2) is
replaced by an empirical power, i.e., by the arithmetic average
of the squared magnitude of the symbol xk and of the 2N
symbols around it. Mathematically, (2) is replaced by

Zk = Z̃k

√

√

√

√

√PASE + η

(

1

2N + 1

k+N
∑

i=k−N

|xi|2
)3

(7)

for any k ∈ Z, where N is the (one-sided) channel memory.
We refer to (1) and (7) as the finite-memory GN model. Since
(second-order) group velocity dispersion causes symmetric
broadening with respect to the transit time of the signal, inter-
symbol interference from dispersion will act both backwards
and forwards in terms of the symbol index. This is why both
past and future inputs contribute to the noise power in (7). A
somewhat related model for the additive noise in the context
of data transmission in electronic circuits has been recently
proposed in [39], where the memory is single-sided and the
noise scales linearly with the signal power, not cubically as in
(7).

Having introduced the finite-memory GN model, we now
discuss some particular cases. First, the memoryless AWGN
channel model can be obtained from both the GN and finite-
memory GN models by setting η = 0. In this case, the
noise variance is E[|Zk|2] = PASE for all k. Second, let us
consider the scenario where the transmitted symbols is the
random process {Xi}. Then the empirical power (1/(2N +
1))
∑k+N

i=k−N |Xi|2 at any discrete time k is a random variable
that depends on the magnitude of the kth symbol and the
2N symbols around it. In the limit N → ∞, this empirical
power converges to the “statistical” power P in (3), for any
i.i.d. process with power P , as mentioned in Sec. II-C. This
observation shows that the proposed finite-memory model in

1The model is not valid for exotic modulation formats such as satellite
constellations [37].
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Fig. 1. Amplitude for a linearly propagating 15.6 ps raised-cosine pulse
(compatible with 32 GBaud) over 700 km fiber with β2 = −21.7 ps2/km.
The lossy NLSE over 10 amplifier spans was simulated, with ASE noise
switched off for clarity, and the peak power used was 0.1 mW.

(7) “converges” to the GN model in (2), provided that the
channel memory N is sufficiently large and that the process
consists of i.i.d. symbols with zero mean and variance P .

The purpose of the finite-memory model is to be able to
predict the output of the channel when the transmitted symbols
are not i.i.d. This is the case for example when the transmitted
symbols are a nonstationary process (as will be exemplified
in Sec. II-E) and also for coded sequences (which we discuss
in Sec. IV). An advantage of the finite-memory model, from
a theoretic viewpoint, is that the input–output relation of the
channel is modeled as a fixed conditional probability of the
output given the input and its history, which is the common
notion of a channel model in communication and information
theory ever since the work of Shannon [16], [40, p. 74]. This
is in contrast to the regular GN model and other channel
models, whose conditional distribution change depending on
which transmitter the channel is connected to. Specifically,
the GN model is represented by a family of such conditional
distributions, one for each value of the transmitter parameter
P .

A drawback with the proposed finite-memory model is that
it is more complex than the GN model. Also, our model is
not accurate for small values of N , since the GN assumption
relies on the central limit theorem [7], [11], [12]. Furthermore,
we assumed that all the 2N symbols around the symbol xk

affect the noise variance equally. In practice, this is not the
case. We nevertheless use the proposed model in this paper
because it is relatively easy to analyze (see Sec. III and IV)
and because even this simple finite-memory model captures
the quantitative effects caused by non-i.i.d. symbols, which is
essential for the capacity analysis in Sec. IV.

• For a single channel, 1000 
km SMF, a pulse can interact 
with hundreds of neighbors.

• Thus to counteract NL 
crosstalk, a sequence of 
100-300 symbols must be 
jointly processed.

• NL backpropagation!
• Cf. bit framing for decoding.

t
A jointly processed supersymbol

6

NL crosstalk in one channel
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NL crosstalk in WDM

• Dispersive walk-off makes the “supersymbols” from 
adjacent wavelengths interfere nonlinearly.

• One then needs to process joint groups of supersymbols 
in the NL backpropagation.

• PMD issues
• Incompatible with add/drop lambda-networking.
• Full phase and pol (?) reference knowledge required.

time

wavelength A jointly processed supersymbol-group

one supersymbol
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Reading list: 

X. Li et al., Opt Exp. 2008. 

(single ch. backrprop) 

E. Ip and J. Kahn, JLT 2009. 

(single ch. backrprop) 

R. Maher et al., Nat Sci Rep. 2015.  

(WDM backrprop, single det.) 

E. Temprana et al., Op. Exp. 2015. 

(WDM backprop, multiple det.) 
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Why Optics and not DSP for equalization?

+ Not limited by electronic bandwidths
+ Usually more power efficient (than DSP)
+ WDM (and SDM?) may scale nicer than DSP
– Less mature hardware, imperfections, complexity, 

losses.

• Performance?
• Potential?
• Fundmental limits? (NL phase noise)
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Essiambre, Poggiolini, Ellis, Shtaif, Mecozzi, Dar  
Johannisson, Karlsson

“Nonlinear interference is noise”

Karlsson
“Opportunistic? Me?”

G. Marx

“Those are my principles, and if you 
don’t like them… …well I have others.”

Agrell, Kramer, Durisi, Secondini, Karlsson
“Nonlinear interference is not noise”
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Phase-conjugation, spatial

•Phase conjugation can be interpreted as time reversal.
• Interpreted from FWM in terms of induced gratings.
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NONLINEAR OPTICAL PHASE CONJUGATION

eliminates the need of cumbersome, costly, and sometimes slow -
responding electronic and /or electromechanical components
necessary to achieve the desired operations. Moreover, the spatial
and /or temporal bandwidth(s) afforded by the use of coherent op-
tical processing techniques could, in many cases, exceed that of
their conventional counterparts. Indeed, as we show below, NOPC
has opened yet another door in the laser arena!

In order to gain a proper perspective, we note that the recently
developed field of NOPC can be considered to be a subfield in the
more general area of optical phase conjugation (OPC). Historical-
ly, the thrust of OPC has dealt with the compensation of distor-
tions due to the propagation of electromagnetic fields through
various aberrating media (e.g., turbulent atmospheres). The most
commonly employed approach to achieve this goal is referred to as
adaptive optical techniques (or termed "COAT" by some groups).98
As we show below, not only does NOPC provide an alternative
technique to many of these goals, it has additionally resulted in many
new classes of novel, all- óptical information processors.

In this paper, we first discuss the general nature of the NOPC in-
teraction, followed by a brief historical perspective of the field.
Next, classes of nonlinear optical interactions that can yield the
desired fields will be discussed; we will concentrate on two of the
more promising interactions to this end: four -wave mixing and
stimulated Brillouin scattering. We will next deal with some of the
more interesting applications and future outlooks envisaged using
NOPC, and include a brief laser wavelength and materials survey
that can be used as nonlinear media. Suffice it to say that nonlinear
optical phase conjugation has been observed in a myriad of states
of matter (solids, including semiconductors; liquids; gases and
vapors; liquid crystals; aerosols; and plasmas), using a variety of
nonlinear optical interactions (elastic and inelastic photon scatter-
ing processes, stimulated scattering, photon echoes, electrostrictive
effects, etc.), employing lasers that span the optical spectrum (from
the UV to the IR), and using pulsed and cw lasers (from megawatts
to microwatts). The response times of the optical nonlinearities
range from seconds to picoseconds. Although there have been
several review papers' including popular treatments of the field,
an adequate number of new insights have been realized since these
previous works appeared to merit the present overview. In addi-
tion, the interested reader is referred to an upcoming text,3 which
gives a comprehensive treatment of the theory, experiment, and ap-
plications areas of nonlinear optical phase conjugation.

Due to the large volume of literature in the field of NOPC it is
not possible to review all the published material; the author extends
his apologies to those whose works have not been referenced or
discussed.

H. PHASE -CONJUGATED FIELDS: DEFINITIONS
AND PROPERTIES
In this section, we undertake two tasks: (a) define what is meant by
an ideal phase- conjugated wave190 and (b) discuss the properties of
such fields. This information will provide an appreciation of the
theory, as well as the various applications areas relevant to NOPC.

Consider an incident monochromatic field of radian frequency w
that propagates, essentially, in the + z direction (from left to right).
We represent this beam as

p( r,t) = 2 p( r)ei(wt-kpz) + c.c.

(1)

- 1 p(r)eiwt + c.c. ,
2

where k = wen is the wavevector magnitude, gip( r) is the slowly
varying, complex amplitude of the field, and c.c. denotes complex
conjugate. We note that ip( r) not only represents the spatial in-
formation of the field, but can also contain polarization informa-

tion. For reasons which will become obvious below, we call Ép( r,t)
the "probe" wave.

The wave that is the ideal "conjugate replica" of E
P(r,t) (or is

termed the "conjugate wave ") is defined to be193

Ec( r,t) = 1( r)ei(wt kcz) + c.c. = 1 Gc(r)e
jcat + c.c.

2 c 2

= 2 p( r)ei(wt + kpz) + c.c. 1 -4,p (r)eiwt + C.C.
2

(2)

We thus see that the conjugate wave is also at frequency w, with a
spatial complex amplitude that is the complex conjugate of that
corresponding to the input probe wave.

From Eqs. (1) and (2), we see that these two waves are also
related to each other by

fc( r,t) = Ep( r,-t) . (3)

Thus, the conjugate wave propagates as if one were to "time -
reverse," or wavefront reverse the "evolution" (i.e. the steady -
state equiphase surfaces) of the probe wave. The term "time -
reversed replica" is typically used in the literature to describe the
conjugate wave.

The "black box" that gives rise to the conjugate wave, Ec( r,t), is
called a phase conjugator or a phase- conjugate mirror (PCM).

A simple example of the conjugation property of a PCM is
shown in Fig. 1, where we consider its effect on a probe wave
emanating from a point source. This diverging beam, after "reflec-
tion" from an ideal PCM, gives rise to a converging conjugate
wave that precisely retraces the path of the incident probe wave,
and therefore propagates in a time -reversed sense back to the same

Fig. 1. Comparison of the spatial properties of a phase conjugate mirror
(PCM) with that of a conventional, plane mirror. Both mirrors are illumi-
nated by a point source. Whereas the reflective properties of an ordinary
mirror merely redirect the propagation direction of the diverging beam,
the PCM "reflects" the light so as to exactly retrace the incident wave in a
"time- reversed" sense (incident beam: solid lines; reflected beam: dashed
lines). The conjugate wave's equiphase surfaces overlap with those of the
incident wave; they are displaced for illustrative purposes.
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eliminates the need of cumbersome, costly, and sometimes slow- 
responding electronic and/or electromechanical components 
necessary to achieve the desired operations. Moreover, the spatial 
and/or temporal bandwidth(s) afforded by the use of coherent op- 
tical processing techniques could, in many cases, exceed that of 
their conventional counterparts. Indeed, as we show below, NOPC 
has opened yet another door in the laser arena!

In order to gain a proper perspective, we note that the recently 
developed field of NOPC can be considered to be a subfield in the 
more general area of optical phase conjugation (OPC). Historical- 
ly, the thrust of OPC has dealt with the compensation of distor- 
tions due to the propagation of electromagnetic fields through 
various aberrating media (e.g., turbulent atmospheres). The most 
commonly employed approach to achieve this goal is referred to as 
adaptive optical techniques (or termed "COAT" by some groups). 98 
As we show below, not only does NOPC provide an alternative 
technique to many of these goals, it has additionally resulted in many 
new classes of novel, all-optical information processors.

In this paper, we first discuss the general nature of the NOPC in- 
teraction, followed by a brief historical perspective of the field. 
Next, classes of nonlinear optical interactions that can yield the 
desired fields will be discussed; we will concentrate on two of the 
more promising interactions to this end: four-wave mixing and 
stimulated Brillouin scattering. We will next deal with some of the 
more interesting applications and future outlooks envisaged using 
NOPC, and include a brief laser wavelength and materials survey 
that can be used as nonlinear media. Suffice it to say that nonlinear 
optical phase conjugation has been observed in a myriad of states 
of matter (solids, including semiconductors; liquids; gases and 
vapors; liquid crystals; aerosols; and plasmas), using a variety of 
nonlinear optical interactions (elastic and inelastic photon scatter- 
ing processes, stimulated scattering, photon echoes, electrostrictive 
effects, etc.), employing lasers that span the optical spectrum (from 
the UV to the IR), and using pulsed and cw lasers (from megawatts 
to microwatts). The response times of the optical nonlinearities 
range from seconds to picoseconds. Although there have been 
several review papers 1 including popular treatments2 of the field, 
an adequate number of new insights have been realized since these 
previous works appeared to merit the present overview. In addi- 
tion, the interested reader is referred to an upcoming text, 3 which 
gives a comprehensive treatment of the theory, experiment, and ap- 
plications areas of nonlinear optical phase conjugation.

Due to the large volume of literature in the field of NOPC it is 
not possible to review all the published material; the author extends 
his apologies to those whose works have not been referenced or 
discussed.

II. PHASE-CONJUGATED FIELDS: DEFINITIONS 
AND PROPERTIES
In this section, we undertake two tasks: (a) define what is meant by 
an ideal phase-conjugated wave 190 and (b) discuss the properties of 
such fields. This information will provide an appreciation of the 
theory, as well as the various applications areas relevant to NOPC. 

Consider an incident monochromatic field of radian frequency w 
that propagates, essentially, in the + z direction (from left to right). 
We represent this beam as

c.c.

(1)

c.c. ,

where kp = coc/n is the wavevector magnitude, Jp( r) is the slowly 
varying, complex amplitude of the field, and c.c. denotes complex 
conjugate. We note that <*? (r) not only represents the spatial in- 
formation of the field, but can also contain polarization informa-

tion. For reasons which will become obvious below, we call Ep( r,t) 
the "probe" wave.

The wave that is the ideal "conjugate replica" of Ep( r*,t) (or is 
termed the "conjugate wave") is defined to be 190

c.c.

(2)

c.c. = c.c.

We thus see that the conjugate wave is also at frequency w, with a 
spatial complex amplitude that is the complex conjugate of that 
corresponding to the input probe wave.

From Eqs. (1) and (2), we see that these two waves are also 
related to each other by

7,-t). (3)

Thus, the conjugate wave propagates as if one were to "time- 
reverse," or wavefront reverse the "evolution" (i.e. the steady- 
state equiphase surfaces) of the probe wave. The term "time- 
reversed replica" is typically used in the literature to describe the 
conjugate wave.

The "black box" that gives rise to the conjugate wave, Ec( r,t), is 
called a phase conjugator or a phase-conjugate mirror (PCM).

A simple example of the conjugation property of a PCM is 
shown in Fig. 1, where we consider its effect on a probe wave 
emanating from a point source. This diverging beam, after "reflec- 
tion" from an ideal PCM, gives rise to a converging conjugate 
wave that precisely retraces the path of the incident probe wave, 
and therefore propagates in a time-reversed sense back to the same

Fig. 1. Comparison of the spatial properties of a phase conjugate mirror 
(PCM) with that of a conventional, plane mirror. Both mirrors are illumi- 
nated by a point source. Whereas the reflective properties of an ordinary 
mirror merely redirect the propagation direction of the diverging beam, 
the PCM "reflects" the light so as to exactly retrace the incident wave in a 
"time-reversed" sense (incident beam: solid lines; reflected beam: dashed 
lines). The conjugate wave's equiphase surfaces overlap with those of the 
incident wave; they are displaced for illustrative purposes.
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so that the diffracted field to the left of the hologram is

ec = Tee a ( ep12 + e112 + e'pe1 + p el)eI

_ (I epl2 + e112)e*1 + (el)2 ep + ell2ep'
(34)

The first term on the right side of Eq. (34) is proportional to the in-
cident field e2(= e;) and is of no interest in this discussion. The
term (e 7)2 e:Lwill, in a thick hologram, have a phase factor
exp[ -i(2 k1- k0) r] and is thus phase mismatched, i.e., it will not
radiate. The term of interest is

ec a Hel I2e; = 1ele21ep ' (35)

which at z <0 corresponds to a time -reversed phase- conjugate
replica of the original object field ep. In holographic terms, this
output wave is called the "pseudo -scopic" image of (Fn. Relation
(35) derived in the case of conventional holography is to be com-
pared with that of four -wave mixing. For x 1 L < < 1 (weak
"hologram ") we may rewrite Eq. (24) as (using tan O - B, for O
small)

ec(0) = -i(x *L) f p(0)
(36)

cc e1 e2 ep(0)

which is of a form identical to Eq. (35). As a matter of fact, if we
make a transparent overlay of Figs. 10(a) and 10(b), the resulting
figure would be identical to Fig. 6, which shows the basic geometry
for four -wave mixing. There exists, however, a practical difference
of major importance. In four -wave mixing it is not necessary to in-
terrupt the process in order to develop the hologram and then place
it back in position and illuminate it in the reconstruction process.
All of that happens in real -time. Using the grating point of view in
holography, we can represent the process of phase conjugation
shown in Fig. 6 as a simultaneous recording and reading of two sets
of gratings, as illustrated in Fig. 11. The first "grating" as shown in
Fig. 11(a), is produced by the interference between the "signal" (or
"probe ") wave e and the "pump wave" e2 (note the large grating
period). The phase-conjugate return wave e°c « ep is produced by
Bragg diffraction of pump e1 from this grating. At the same time,
another component of e is generated by Bragg diffraction of
pump wave e2 from a small period grating produced by the in-
terference of ep with pump e 1, as shown in Fig. 11(b). The total
radiated conjugate field ec is due to the coherent superposition of
both processes. Those processes are both accounted for by the for-
malism leading to the coupled mode Eqs. (22).

The above discussion brings out the close analogy between phase
conjugate four -wave mixing and holography. This analogy need
not be labored or carried too far, since there exist basic differences.
In conventional holography one modifies in a semipermanent
fashion some gross feature of the recording medium by exposing
the latter to the periodic interference pattern of the object and
reference beams. The modified feature may involve the medium
transparency (by causing the development of silver grains on chang-
ing the atomic populations) or its index of refraction (phase
hologram). It follows that in holography the object and reference
beams need be of the same frequency, otherwise their interference
leads to a moving grating and thus to a uniform exposure of the
recording medium which will "wash out" the hologram.

As we will see in the next subsection, the pump waves el, e2, and
the signal wave ep need not be of the same frequency. This causes
the gratings of Fig. 11 to move with a uniform velocity. The resul-
tant frequency shift between e and can then be viewed as a
Doppler shift from a moving grating.

Another difference between holography and four -wave mixing
relates to the tensorial properties of the nonlinear susceptibility,
Xijkl. In an isotropic medium, for example, the vector form of the

Fig. 11. Schematic diagram showing the two simultaneous spatial "grat-
ings" (actually, spatial modulation of the nonlinear optical polarization)
formed in a four -wave mixing process by the probe wave and each of the
pump waves, leading to the "pseudo -scopic" image, or the conjugate
wave, ec. In (a), the waves ep and e2 interfere to form a large- period
"grating" (of period d), which is "readout" by field et; d = A /[2
sin(8/2)]. In (b) the small - period grating is formed byE9 and Et , which is
"readout" by wave E2; d = A /[2 cos(8 /2)].

nonlinear polarization becomes"

PNL =
2

[A(E1 Ép)EZ + 13(E.2 Ép) E1

+ C(E1 E2) p] + c.c.
(37)

The coefficients A, B, and C depend on the properties of the
specific nonlinear medium (such as the Doppler- broadened
linewidth, magnetic coherence effects, etc.), and the relative angles
of the interacting fields. These constants are manifested in the ten-
sor elements of Xijkl. (The form of PNL is not quite as simple in
nonisotropic media.)

From Eq. (37), we see that the first two terms are analogous to
the above -mentioned grating picture. The first term as an example,
leads to a spatial grating (which is stationary in time) formed by the
interference of fields E and p; this grating is "readout" by field
E2. The second term is similar to the first. Both of these terms re-
quire that the field polarization of the waves responsible for the
formation of the given grating has a nonzero overlap (by virtue of
the dot product). This requirement is also necessary in conventional
holography in order to generate a (spatial) interference pattern in
the recording medium.

It is the third term of Eq. (37) that has no holographic analog.
This term involves the dot product of the pump waves. The grating
formed by the two pump waves is not equivalent to a spatial in-
terference pattern; what is formed is a temporally modulated
grating which is stationary in space. It is the probe wave that scat-
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so that the diffracted field to the left of the hologram is

(34)

The first term on the right side of Eq. (34) is proportional to the in- 
cident field £2( = & t) anc* i s °f no interest in this discussion. The 
term ( £^ ̂ ^will, in a thick hologram, have a phase factor 
exp[-i(2 k r kp)« r] and is thus phase mismatched, i.e., it will not 
radiate. The term of interest is

(35)

which at z <0 corresponds to a time-reversed phase-conjugate 
replica of the original object field $ In holographic terms, this 
output wave is called the "pseudo-scopic" image of <£ p . Relation 
(35) derived in the case of conventional holography is to be com- 
pared with that of four-wave mixing. For x \ L < < 1 (weak
"hologram") we may rewrite Eq. (24) as (using tan 6 
small)

£ c(0) = -i(**L) <?*(0)

6, for 6

(36)

which is of a form identical to Eq. (35). As a matter of fact, if we 
make a transparent overlay of Figs. 10(a) and 10(b), the resulting 
figure would be identical to Fig. 6, which shows the basic geometry 
for four-wave mixing. There exists, however, a practical difference 
of major importance. In four-wave mixing it is not necessary to in- 
terrupt the process in order to develop the hologram and then place 
it back in position and illuminate it in the reconstruction process. 
All of that happens in real-time. Using the grating point of view in 
holography, we can represent the process of phase conjugation 
shown in Fig. 6 as a simultaneous recording and reading of two sets 
of gratings, as illustrated in Fig. 11. The first "grating" as shown in 
Fig. 1 l(a), is produced by the interference between the "signal" (or 
"probe") wave $p and the "pump wave" <£2 (note the large grating 
period). The phase-conjugate return wave <g> c oc ^ p is produced by 
Bragg diffraction of pump <g\ from this grating. At the same time, 
another component of <$ c is generated by Bragg diffraction of 
pump wave ^2 from a small period grating produced by the in- 
terference of <£°p with pump 6° l9 as shown in Fig. ll(b). The total 
radiated conjugate field <£ c is due to the coherent superposition of 
both processes. Those processes are both accounted for by the for- 
malism leading to the coupled mode Eqs. (22).

The above discussion brings out the close analogy between phase 
conjugate four-wave mixing and holography. This analogy need 
not be labored or carried too far, since there exist basic differences. 
In conventional holography one modifies in a semipermanent 
fashion some gross feature of the recording medium by exposing 
the latter to the periodic interference pattern of the object and 
reference beams. The modified feature may involve the medium 
transparency (by causing the development of silver grains on chang- 
ing the atomic populations) or its index of refraction (phase 
hologram). It follows that in holography the object and reference 
beams need be of the same frequency, otherwise their interference 
leads to a moving grating and thus to a uniform exposure of the 
recording medium which will "wash out" the hologram.

As we will see in the next subsection, the pump waves <£j, £°2 , and 
the signal wave <£p need not be of the same frequency. This causes 
the gratings of Fig. 11 to move with a uniform velocity. The resul- 
tant frequency shift between <£dp and <£c can then be viewed as a 
Doppler shift from a moving grating.

Another difference between holography and four-wave mixing 
relates to the tensorial properties of the nonlinear susceptibility, 
X^i. In an isotropic medium, for example, the vector form of the

(a)

(b)

Fig. 11. Schematic diagram showing the two simultaneous spatial "grat- 
ings" (actually, spatial modulation of the nonlinear optical polarization) 
formed in a four-wave mixing process by the probe wave and each of the 
pump waves, leading to the "pseudo-scopic" image, or the conjugate 
wave, <^ c . In (a), the waves <fp and £2 interfere to form a large-period 
"grating" (of period d), which is "readout" by field t^; d = /\/[2 
sin(0/2)]. In (b) the small-period grating is formed by Ep and EI / which is 
"readout" by wave £2^ d = A/[2 cos(0/2)].

nonlinear polarization becomes 111

PNL = T [A(E,   E£)E2 + B(E2 . E£) E,
L

C(E.   E2)E!] + c.c.
(37)

The coefficients A, B, and C depend on the properties of the 
specific nonlinear medium (such as the Doppler-broadened 
linewidth, magnetic coherence effects, etc.), and the relative angles 
of the interacting fields. These constants are manifested in the ten- 
sor elements of x^i- (The form of PNL is not quite as simple in 
nonisotropic media.)

From Eq. (37), we see that the first two terms are analogous to 
the above-mentioned grating picture. The first term as an example, 
leads to a spatial grating (which is stationary in time) formed by the 
interference of fields E } and Ep ; this grating is "readout" by field 
E2 . The second term is similar to the first. Both of these terms re- 
quire that the field polarization of the waves responsible for the 
formation of the given grating has a nonzero overlap (by virtue of 
the dot product). This requirement is also necessary in conventional 
holography in order to generate a (spatial) interference pattern in 
the recording medium.

It is the third term of Eq. (37) that has no holographic analog. 
This term involves the dot product of the pump waves. The grating 
formed by the two pump waves is not equivalent to a spatial in- 
terference pattern; what is formed is a temporally modulated 
grating which is stationary in space. It is the probe wave that scat-
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PEPPER

ters off this "breathing" grating (at 2w) which leads to the con-
jugate wave. Hence, one can realize a conjugate wave (via this
mechanism) even if the probe wave is orthogonally polarized with
respect to both of the pump waves. The necessary conditions are
that the last term exist (i.e., C *0), and that the pumps have a
nonzero overlapping polarization component (i.e. , El E2 # 0).
This effect can be useful in isolating the probe /conjugate pair from
the pump waves through the use of polarization discrimination
techniques (see Sec. V -2 for experimental details). In addition,
since this grating is stationary in space, the system is free from the
deleterious atomic motionally induced (or frequency- induced)
"washout" effects.

Yet another fundamental difference between conventional
holography and four -wave mixing exists, which is borne out by a
quantum mechanical consideration of the basic (latter) process.
Recall the development leading to Eq. (30). The ability of the
DFWM interaction to stimulate an amplified probe wave photon as
well as a conjugate wave photon, consistent with conservation of
energy and momentum, requires the simultaneous presence of all
the interacting fields within the nonlinear medium (rigorously the
simultaneity condition is satisfied as long as all fields interact within
the dephasing time that characterizes the atomic system). In
holography, on the other hand, waves Fp and Fi are not present in
the medium at the same time as waves 62 and 6c, so that the above
picture does not apply. This leads to profound differences in the
quantum optical fluctuations associated with these processes,8°,81
which have been proposed for certain low noise, high sensitivity
device applications.82,83, 112

C. Nearly degenerate four -wave mixing
The analysis up to this point considered only the case where the
three input frequencies are equal, col = w2 = wp = CO, so that the out-
put frequency we = col + W2 wp = w: the so -called "degenerate" fre-
quency interaction. In this section, we consider the nondegenerate
case, that is col = w2 = w, w # w. The analysis follows closely that
of Pepper and Abrams.66 hie basic geometry and the notation are
similar to those used in Fig. 6, except that the "weak" input probe
field 6p is at a frequency w + S so that the output frequency we =
w + w - (w +5) = co-b. We assume that 1S/co < < 1.

The present geometry is shown in Fig. 12. The fields are taken as

Ei( r,t) = 1 Fi(r) exp[i(wit- ki r)] + c.c. ,
2

Fig. 12. The basic geometry of phase conjugation via "nearly degener-
ate" four -wave mixing. Note that the frequency of the conjugate wave is
symmetrically "flipped" about that of the pump waves (both assumed to
be at the same frequency in this case).

Due to the frequency difference of 6p and 6c, there now exists a
nonzero phase mismatch, Ok, the magnitude of which is given by

Lok = 2n7r( 0X /a2) = 2n S /c. (41)

As we show below, the presence of this phase mismatch results in a
decreased phase- conjugate reflectivity as the frequency detuning, S,
differs appreciably from zero. Thus, the conjugator will behave as
a narrow bandpass mirror or optical filter, for a given input probe
field. Note that AX is the wavelength difference between the fields
fp and 6c. In arriving at Eq. (40), we assumed that the pump fields
(F i 2) were nondepleted and used the adiabatic approximation,
d2 t'1 /dz2 < < kid 6i /dz .
The solutions to Eqs. (40) using the boundary conditions of

6c(z = L) = f c(L) and 6 p(z = 0) = 6 p(0) are

(38) p(z) = [exp(- iOkz /2) /D](ixp exp(- iOkL /2) sin(ßz) tc(L)

where ri is the distance along ki. Without loss of generality, we
assume that X13) is polarization, frequency, and spatially (i.e.,
homogeneous and isotropic) invariant. The nonlinear polarization
coupling fields and fc are given by

PNL(wc = w -S) = 2 Xt31'i ß`2p exp(i([w +w - (w +S)]t

- [1'1 + k2 - kp] T + c.c. (39)

Since ki + k2 = 0, the resultant, nonlinearly generated conjugate
output field that minimizes the phase mismatch will propagate
along a direction opposite that of , as shown in Fig. 12. Forming
a similar nonlinear polarization at frequency w and following the
procedure of Yariv and Pepper18 results in the following set of
coupled mode equations:

d6p/dz = ixp fc exp(-iakz) ,

(40)
d 6c/dz = ix p exp(i0kz) ,

where the complex coupling coefficient is given by
27rw1

xf= Xl3i f'2 ;p =p,c
nc
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+ lßcos[ß(z -L)] + (iOk /2)sin[3(z -L)]) F p(0)) ,

fc(z) = [exp(iakz /2) /D]exp(- iOkL /2)[3 cos(ßz)

- (iOk /2) sin(ßz)] 6 °c(L) + ixc* sin[ß(z -L)] 6 p(0))

where D = ß cos(f L) - (iOk /2)sin(WL) and ß = [xpx: + ((k /2)2] 1 /2.
For the filter application, we assume that 6c(L) = 0, with only a

single "weak" input at z = 0; that is, the probe wave. In this case,
the nonlinearly reflected wave at the input plane (z = 0) becomes

-ixc* tan(i3L) 6p(0)

(42)

6c(0) - (43)
ß- (iAk /2) tan(3L)

We can now appreciate several filter characteristics of the four -
wave interaction. First, ec(0) oc 6p(0), implying the "near" (since
Ok * 0) time -reversed nature of the filter output. Hence, through
spatial filtering, the signal -to -noise ratio of the filter can be im-
proved. For example, passing the input signal (to be filtered)
through various optical elements (spatial filters, lenses, etc.) will
result in a time -reversed, filtered field; in contrast, undesirable
noise terms (e.g., Rayleigh- scattered fields) will be minimized on
passage through the given optical train. Second, the conjugate
wave, 6c(0), can be greater in amplitude than the input field (i.e.,
amplification) for the proper range of xp and Ok. Also, from Eq.
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ters off this "breathing" grating (at 2a>) which leads to the con- 
jugate wave. Hence, one can realize a conjugate wave (via this 
mechanism) even if the probe wave is orthogonally polarized with 
respect to both of the pump waves. The necessary conditions are 
that the last term exist (i.e., C^O), and that the pumps have a 
nonzero overlapping polarization component (i.e., Ej«E2 ^0). 
This effect can be useful in isolating the probe/conjugate pair from 
the pump waves through the use of polarization discrimination 
techniques (see Sec. V-2 for experimental details). In addition, 
since this grating is stationary in space, the system is free from the 
deleterious atomic motionally induced (or frequency-induced) 
"washout" effects.

Yet another fundamental difference between conventional 
holography and four-wave mixing exists, which is borne out by a 
quantum mechanical consideration of the basic (latter) process. 
Recall the development leading to Eq. (30). The ability of the 
DFWM interaction to stimulate an amplified probe wave photon as 
well as a conjugate wave photon, consistent with conservation of 
energy and momentum, requires the simultaneous presence of all 
the interacting fields within the nonlinear medium (rigorously the 
simultaneity condition is satisfied as long as all fields interact within 
the dephasing time that characterizes the atomic system). In 
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picture does not apply. This leads to profound differences in the 
quantum optical fluctuations associated with these processes, 80 ' 81 
which have been proposed for certain low noise, high sensitivity 
device applications. 82 ' 83 ' 112

C. Nearly degenerate four-wave mixing
The analysis up to this point considered only the case where the 
three input frequencies are equal, wj = oo2 = o>p = co, so that the out- 
put frequency wc = coj 4- w2-cop = w: the so-called "degenerate" fre- 
quency interaction. In this section, we consider the nondegenerate 
case, that is coj = co2 = w, o>p ^ co. The analysis follows closely that 
of Pepper and Abrams. 66 Trie basic geometry and the notation are 
similar to those used in Fig. 6, except that the "weak" input probe 
field <£p is at a frequency co -I- <5 so that the output frequency coc = 
co + co - (co + <5) = co-<5. We assume that |<5/co| < < 1.

The present geometry is shown in Fig. 12. The fields are taken as

=   £j(rj) exp[i(o>it- c.c. (38)

where q is the distance along Itj. Without loss of generality, we 
assume that x (3) is polarization, frequency, and spatially (i.e., 
homogeneous and isotropic) invariant. The nonlinear polarization 
coupling fields <? p and <£c are given by

P NL (coc - co-6) -  exp(i{[

4- lT2 -TL] - rj) 4- c.c. (39)

Since Tc, + Tc 2 = 0, the resultant, nonlinearly generated conjugate 
output field that minimizes the phase mismatch will propagate 
along a direction opposite that of <£_, as shown in Fig. 12. Forming 
a similar nonlinear polarization at frequency co and following the 
procedure of Yariv and Pepper 18 results in trie following set of 
coupled mode equations:

= ix

exp(-iAkz) ,

exp(iAkz) ,
(40)

where the complex coupling coefficient is given by

x( =
nc

<* 2 ; f = p, c

(co) 
#1 (PUMP)

(co-6)

(00 4 6)

NONLINEAR 
MEDIUM

4 (L) 

<?P (L)

z = 0 z = L

M
(PUMP)

Fig. 12. The basic geometry of phase conjugation via "nearly degener- 
ate" four-wave mixing. Note that the frequency of the conjugate wave is 
symmetrically "flipped" about that of the pump waves (both assumed to 
be at the same frequency in this case).

Due to the frequency difference of <£ p and <£ c , there now exists a 
nonzero phase mismatch, Ak, the magnitude of which is given by

Ak - 2n7r(|AX|/X2) = 2n|6|/c. (41)

As we show below, the presence of this phase mismatch results in a 
decreased phase-conjugate reflectivity as the frequency detuning, <5, 
differs appreciably from zero. Thus, the conjugator will behave as 
a narrow bandpass mirror or optical filter, for a given input probe 
field. Note that | AX| is the wavelength difference between the fields 
$ and &c . In arriving at Eq. (40), we assumed that the pump fields 

2) were nondepleted and used the adiabatic approximation,

The solutions to Eqs. (40) using the boundary conditions of

(42)

: = L) 55 <? c(L)and £ p(z = 0) =

= [exp(-iAkz/2)/D](ix p exp(-iAkL/2) sin(/3z) ^ (

4- |0cos[0(z-L)] + (iAk/2)sin[|8(z-L)]l ^*(0)) , 

- [exp(iAkz/2)/D]exp(-iAkL/2)[/3 cos(jSz) 

- (iAk/2) sin()3z)] <£" C (L) + ix* sin[j8(z-L)] ^*(C

where D = ft cos(0L) - (iAk/2)sin(0L) and 0 = [*p** + (Ak/2)2] 1/2 . 
For the filter application, we assume that <£ C (L) = 0, with only a 

single "weak" input at z = 0; that is, the probe wave. In this case, 
the nonlinearly reflected wave at the input plane (z = 0) becomes

-i*c tan(ffL)

0-(iAk/2) tan(0L)
(43)

We can now appreciate several filter characteristics of the four- 
wave interaction. First, <£ c(0) oc <*>*(()), implying the "near" (since 
Ak ^ Q) time-reversed nature of the filter output. Hence, through 
spatial filtering, the signal-to-noise ratio of the filter can be im- 
proved. For example, passing the input signal (to be filtered) 
through various optical elements (spatial filters, lenses, etc.) will 
result in a time-reversed, filtered field;" in contrast, undesirable 
noise terms (e.g., Rayleigh-scattered fields) will be minimized on 
passage through the given optical train. Second, the conjugate 
wave, <£c(0), can be greater in amplitude than the input field (i.e., 
amplification) for the proper range of xf and Ak. Also, from Eq.
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Phase conjugation, temporal

• Every frequency component is conjugated and spectrally mirrored 
in the CW pump.

• Conjugation in time = (conjugation+spectral inversion) in frequency

12

ω

CW pump wave
signal conjugated and spectrally  

inverted signal

uc ⇠ u2
pu

⇤
s

upus
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Mid-span spectral inversion

• Phase conjugation can be interpreted as time reversal.
• Interpreted from FWM in terms of induced gratings.
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MSSI vs backprop

if u(z) is a solution then u^*(-z) is a solution
provided 
are symmetric.

14

i
@u

@z
+

�(z)

2

@2u

@t2
+ �(z)|u|2u = 0

�i
@u⇤

@z
+

�(z)

2

@2u⇤

@t2
+ �(z)|u|2u⇤ = 0

accnt. for losses and varying disp.

�(z) �(z)

MSSI
u(0) u(z)

u⇤(z) u⇤(0)



Photonics Laboratory
Chalmers University of Technology

(28)Munich workshop on Information Theory  of Optical Fiber
TU München, Dec 8, 2015

 M. Karlsson: 
“Chalmers FORCE activities…”

Quantum mechanical aspects

• Phase conjugation has the same 3dB quantum limit as 
phase-insensitive amplification @ G >> 1.

• The NF -> inifinity for small gain (cf phase-insensitive amp)
• Cannot be done without a penalty in terms of added noise.
• Noiseless quantum cloning is forbidden.

15

1008 Y. Yamamoto and H. A. Haus: Preparation. . . of optical quantum states

The equality holds when the input is a minimum uncer-
tainty state, and when

(aF', ) =(«,
G]

(4.12)

(4.13)

(4.14)

Internal-mode
fluctuations

I/2 ed
or pa}f

/4 ————————————————I

and
(aF', ) =(«', ) .

2

Equation (4.11) is similar to (3.8), but with a difference.
If the product of gain coefficients 6~62 does not satisfy
the condition of 6~G2 && 1, then the uncertainty product
can be smaller than 4. This seems to be in contradiction
with the general quantum limit for a simultaneous mea-
surement discussed in the preceding section. The reason
for this discrepancy is that a classical measurement free
of additive noise can be performed only when 6~62 &&1.
Indeed, according to (4.9) a ~ off and a2,rr do not commute
and, therefore, cannot be measured simultaneously, when
G] 62 is not much greater than unity.
The gain factors QG~ and +62 suggest a classifica-

tion of the amplifiers studied in this section. If QG, and
+62 are independent of a & and a2, the amplifier is linear
and belongs to one of three categories (Caves, 1982):

Q G~ ——QGz (phase-preserving amplifier),
Q 6~

———+62 (phase-conjugate amplifier),
(phase-sensitive amplifier),

In the special case of G~G2 ——1, the amplifier does not
add noise [see (4.4)] and the uncertainty product of (4.11)
is reduced to —,', . The product 6~G2 can be kept equal to
unity by making G~——I/Gz and 6& & l. In this case a~
can be measured with no additive noise and the informa-
tion on a2 is sacrificed. Takahashi (1965) was first to dis-
cuss a degenerate parametric amplifier as such an amplif-
ier. Caves (1982) discussed it again recently.
There is another mode for an ideal single observable

measurement (Yurke and Denker, 1984). It is
(m', ), (SF', ) »(«2) .

G2
The measurement of a& is ideal, but the information on
az is lost. A parametric amplifier with a zero-mean
squeezed state fed into the idler channel will be treated as
an example later on. Figure 3 summarizes the depen-

dences on gain of the internal fluctuations.
The linear, phase-sensitive amplifier with 6»&l and

G2 ~~1 is a genera1 example of a measurement apparatus
that measures two noncommuting observables simultane-
ously. Specific examples are the laser amplifier,
parametric amplifier, four-wave mixer, etc. In the next
section we look in more detail at "devices" for a simul-
taneous measurement and compare them with the results
of this section.

V. "DEVICES" FOR SIMULTANEOUS
MEASUREMENT OF TWO NONCOMMUTlNG
OBSERVABLES

A. The ideal laser amplifier

An ideal laser amplifier, with gain produced by a per-
fectly inverted medium, can be described by equations
analogous to (4.1) with 6&——62. It is a linear, phase-
preserving amplifier.
The output operator b=b]+ib2 may be written in

terms of the input operator a =a~+ia2,
b=VGa+F, (5.1)

where I'=I']+iI'2 is the noise operator. In order to
preserve ihe commutation relations

[b,b+]=[a,a+]=1,
one must have

(5.2)

[F,F+]=1—6 . (5.3)

When 6 & 1 (attenuation), F denotes a zero-point fluctua-
tion added by a "loss oscillator. " For a gain medium,
G ~ 1, I and I'+ change their roles as creation and an-
nihilation operators, and I"+ denotes a zero-point fluctua-
tion annihilation operator. This relation can be interpret-
ed in another way. The expectation value for b+b with a
coherent state

~

a ) into the signal channel, a
~
a )

=a
~
a), and a vacuum state for the noise, (FF+ ) =0, is
(a

~

b+b
~
a) =(6—1)(

~
a

~
+1)+ ~a

~
. (5.4)

For every induced signal photon there is added one spon-
taneously emitted noise photon. This reasoning was used
in the early days of the maser to predict maser noise per-
formance (Shimoda, Takahashi, and Townes, 1957;
Strandberg, 1963). An injection-locked laser oscillator
has the same quantum limit, even though the signal gains
are different for in-phase and quadrature-phase com-
ponents (Haus and Yamamoto, 1984).

0
0 I 2

phase-preserving
amplifier

I I I

6 7 8
signal gain B. Parametric amplifier and four-wave mixer

phase-sensitive
ampli f ler
{GiG~= I)

FIG. 3. Internal-mode fluctuations vs signal gain for a phase
preserving amplifier, a phase-conjugate amplifier, a phase-
sensitive amplifier, and "balanced detector pair. "

The input to a parametric amplifier and a four-wave
mixer consists of two modes. A signal wave at co, and an
idler wave at u;, that are coupled with each other by
second- and third-order nonlinear processes produced by
the intense pump wave at co&. The basic configuration is

Rev. Mod. Phys. , Vol. 58, No. 4, October 1986
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where I'=I']+iI'2 is the noise operator. In order to
preserve ihe commutation relations

[b,b+]=[a,a+]=1,
one must have

(5.2)

[F,F+]=1—6 . (5.3)

When 6 & 1 (attenuation), F denotes a zero-point fluctua-
tion added by a "loss oscillator. " For a gain medium,
G ~ 1, I and I'+ change their roles as creation and an-
nihilation operators, and I"+ denotes a zero-point fluctua-
tion annihilation operator. This relation can be interpret-
ed in another way. The expectation value for b+b with a
coherent state

~

a ) into the signal channel, a
~
a )

=a
~
a), and a vacuum state for the noise, (FF+ ) =0, is
(a

~

b+b
~
a) =(6—1)(

~
a

~
+1)+ ~a

~
. (5.4)

For every induced signal photon there is added one spon-
taneously emitted noise photon. This reasoning was used
in the early days of the maser to predict maser noise per-
formance (Shimoda, Takahashi, and Townes, 1957;
Strandberg, 1963). An injection-locked laser oscillator
has the same quantum limit, even though the signal gains
are different for in-phase and quadrature-phase com-
ponents (Haus and Yamamoto, 1984).

0
0 I 2

phase-preserving
amplifier

I I I

6 7 8
signal gain B. Parametric amplifier and four-wave mixer

phase-sensitive
ampli f ler
{GiG~= I)

FIG. 3. Internal-mode fluctuations vs signal gain for a phase
preserving amplifier, a phase-conjugate amplifier, a phase-
sensitive amplifier, and "balanced detector pair. "

The input to a parametric amplifier and a four-wave
mixer consists of two modes. A signal wave at co, and an
idler wave at u;, that are coupled with each other by
second- and third-order nonlinear processes produced by
the intense pump wave at co&. The basic configuration is

Rev. Mod. Phys. , Vol. 58, No. 4, October 1986
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History of PC for distortion mitigation in fiber
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1980 1990 2000 2010

79: Yariv et al., proposal 
80: Yariv, Pepper, NL distortions 
81: Fischer, Yevick, NLSE compens. 
82: Pepper, Review in Opt. Eng.

04: Woods, Shtaif, WDM sim. 
06: Jansen, JSTQE, WDM exp. 
09: Minzioni, Fib.Int.Opt., rev.

Midspan spectral inversion

93: Jopson, EL, Exp. demo, pol. indep. 
94: Pieper, EL, NL comp exp. 
96: Watanabe, JLT, symmetry reqs. for disp, att, NL 
96: Hedekvist, JLT, Exp. 
97: Lorattanasane, JLT, num studies

12: Lu, Lowery, OE, OFDM 
12, Pelusi, OE,Tunable PC 
14: Phillips, OE, WDM Pol.indep. exp. 
14: Sackey, ECOC, WDM Pol.indep. exp. 
15: Hu, Jopson, JLT, WDM Pol.indep. exp. 
15: Ellis, OE, multiple PC

Motive: 
NL compensation

Motive:  
dispersion compensation

13: Olsson, ECOC,PSA (2 wavelengths) 
13: Liu, NP, Twin waves (2 polarizations) 
14: Tian, OE, (2 wavelengths+DSP) 
15: Eliasson, OE, (2 timeslots) 
15: Le, Ellis, JLT, (2 CO-OFDM pilots) 
15: Le, Ellis, JLT, (2 OFDM channels)

Self-homodyne and  
Conjugate twin channels

09: Sjödin, ECOC, self-homodyne 
10: Johannisson, PTL, self-homodyne
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3. Examples of recent Chalmers work
– PSA as twin wave compensation
– Conjugate data repetition
– Self-homodyne reception
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Nonlinear distortion mitigation in copier-PSA-links

18

PSA signal output
coherent summation

Link output
correlated distortion, SPM

Copier output
conjugated waves

[Olsson, Corcoran et al., 
ECOC 2012, 2013, OFC 2014]

The coherent superposition in the PSA will counteract nonlinear self-phase modulation.
To do this in DSP is known as twin-wave transmission*.

[*X. Liu et al., Nat. Phot. 2013]
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Transmission of 16-QAM data

19

Transmission of 16-QAM, 10 GBd (40 Gb/s) signal over 105 km link with large 
nonlinear distortion mitigation.
Linear regime: PSA less noisy than PIA
Nonlinear regime: PSA constellation mitigated.

[S.L.I. Olsson, et al., OFC 2014, paper Th1H.3 ]

PIA/PSA  
outputLink output
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Conjugate data repetition - twin beams in time

20

H. Eliasson et al., Optics Express 2015

t

a0*a0 a1 a1*
Super-symbol

t

a0 a1

t

a0* a1* t

a0 a1

a0* a1*

X

Y

PCTWCDRaN

aN* +
aN aN*

Pulse
slot

0 1 2N 2N+12 3 Super-symbol

Fig. 1. The transmitted signal for CDR and PCTW. For CDR, a conjugated copy S∗N of each
signal symbol SN is transmitted in the consecutive pulse slot. Also shown in the figure is
the numbering of pulses used to specify pulse triplets in the perturbation analysis of Section
2.1.

where N is the super-symbol index. As for PCTW, the concept can be viewed as applying a
rate 1/2, length 2 symbols inner code that repeats all symbols conjugated. Over an additive
white Gaussian noise channel, the choice of conjugating the repeated symbol instead of repeat-
ing the same symbol twice will not change performance. However, as will be shown, using a
antisymmetric dispersion map and a symmetric powermap over a link without dispersion com-
pensation and coherently superposing the received symbols in the receiver DSP will lead to
mitigation of nonlinear distortion in a similar way as for PCTW.

2.1. Theory using time-domain perturbation analysis

It is possible to show that part of the nonlinear distortion is cancelled in the linear superposition
shown in Eq. (1) when using CDR. In the following, a theoretical explanation for the mitigation
of nonlinear distortion will be presented. The analysis is based on time-domain perturbation
analysis [21]. The aim of the analysis is to find the nonlinear perturbation on the signal and
conjugate pulses of super-symbol number 0 generated by different pulse triplets (k, l,m). When
the perturbations have been calculated, it is possible to find corresponding pulse triplets which
generate nonlinearities on the signal and conjugate pulses that cancel out in the superposition
operation of Eq. (1). The governing model equation for scalar propagation in the fiber is the
nonlinear Schrödinger equation

i
∂ψ
∂ z =

β2
2

∂ 2ψ
∂ t2 − i

α
2

ψ − γ|ψ|2ψ, (2)

where ψ = ψS+ψP, ψS is the signal field and ψP is the field of the perturbation. The amplitude
of the perturbation is assumed to be small compared to the amplitude of the signal and ψS is the
solution to the linear propagation equation with γ = 0. The initial signal ψS(0, t) is modeled as
a train of Gaussian pulses according to

ψS(0, t) = ∑
k
[akψ0(t−2ktp)+a∗kψ0(t− (2k+1)tp)] , (3)

where ψ0(t) = exp(−t2/(2t20 )) is the Gaussian pulse shape, tp is the pulse slot duration and
ak are the complex-valued symbols. It can be shown that the perturbation generated by three
pulses (k, l,m) to first order, i.e. assuming that the nonlinear perturbation ψP is generated by ψS
alone, is [21, 22]
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Fig. 3. Simulated BER as a function of transmission distance for (a) single channel and
(b) 7-channel WDM for 28 GBaud PM-QPSK, 56 GBaud PCTW-QPSK, 56 GBaud CDR-
QPSK and 28 GBaud CDR-16QAM. Optimum launch powers are specified in the figures.
The distance where the dispersion map is perfectly symmetric is marked with a vertical red
line.

PM-QPSK and CDR-QPSK is shown in Fig. 4. In the single-channel case the optimum launch
power for PM-QPSK and CDR-16QAM was −1 dBm, for CDR- and PCTW-QPSK the opti-
mum launch power was 3 dBm. In the WDM case, the optimum launch power for PM-QPSK
was −1 dBm. For PCTW-QPSK and CDR-QPSK the optimum launch power was 2 dBm in-
dicating that the mitigation of nonlinearities is less efficient in the WDM case, as expected.
The transmission reaches are compared at the BER of CDR-QPSK at the distance where the
dispersion map is symmetric, 16,000 km for single channel and 12,000 km forWDM. In the sin-
gle channel case, the transmission reach of PM-QPSK is 8,000 km. The reach of CDR-QPSK
is 16,000 km, i.e. an increase by approximately a factor of 2. The reach of PCTW-QPSK is
16,480 km, an increase by approximately a factor of 2.1. For WDM, the transmission reach of
PM-QPSK is 6,800 km while the reach of CDR-QPSK and PCTW-QPSK is 12,000 km corre-
sponding to an increase by a factor of 1.8. It is important to point out that we are propagating the
signal in SMF. In previous demonstrations of PCTW, fibers with other parameters have been
used that can give larger relative gains in transmission reach [5]. It is clear from the relative
reach increase that the concept of CDR in the same way as channel-wise PCTW becomes less
efficient in a WDM scenario because of inter-channel nonlinear effects. These results indicate
very similar performance when comparing PCTW-QPSK to CDR-QPSK. In an effort to use
the concept of CDR without sacrificing SE compared to PM-QPSK, a single-channel CDR-
16QAM system was also simulated, the results from these simulations are shown in Fig. 3a.
However it is clear that in the same way as for PCTW-16QAM [5], it is not possible to increase
the transmission reach while maintaining SE.
Simulations were also performed to evaluate the performance of CDR-QPSK in a single-

channel system with low-noise optical amplifiers with a 3-dB noise figure. For these simu-
lations the dispersion map was symmetric at a distance of 23,200 km. The results from these
simulations are shown in Fig. 5a. In this case, the transmission reach of PM-QPSK is 11,440 km
while CDR-QPSK has a transmission reach of 23,200 km leading to approximately the same in-
crease in transmission reach by a factor of 2. The impact of the dispersion map design was also
studied by evaluating the system performance with dispersion maps that are not perfectly sym-
metric. The BER as a function of dispersion pre-compensation for single-channel 56 GBaud
CDR-QPSK over a 16,000 km link is shown in Fig. 5b. Interestingly we see that the minimum
BER is not at 50 % dispersion precompensation as the first-order theory of Section 2.1 predicts
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• CDR and PCTW 
have same 
performance, but 
CDR may be 
easier to 
implement.

• Doubles the 
reach  at the 
same datarate.
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Self homodyne nonlinear mitigation
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P. Johannisson et al., PTL 2010
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Fig. 5. Experimental setup of the SH coherent system.

Fig. 6. Measured standard deviations for symbols of different amplitudes as a
function of SMF span launch power per polarization.

splitter (PBS) was used to ensure orthogonal polarizations of the
signal and the LO at the output of the transmitter.

Two sections with an EDFA, 50-km SMF, and 8-km DCF,
compensating for the SMF dispersion, were used. The launch
power to each SMF span was varied by changing the gain of
the EDFAs. After the last span, one additional EDFA amplified
the signal and the LO. In the receiver, a PBS separated the signal
and the LO and they entered a 90 hybrid with balanced outputs.
The and signals were sampled with a real-time sampling
oscilloscope at 50 GSamples/s. For the signal phase distortion
to be cancelled, it was ensured that the difference in traveling
time for LO and signal in the receiver was much smaller than
the symbol duration.

After detection, the standard deviation of all the symbols in
the normalized constellation was calculated. The averages were
taken for the symbols of low, intermediate, and high amplitude,
respectively, and the results are plotted in Fig. 6 for both 5 and
10 GBd. At low launch power to the SMF spans, is larger for
symbols with higher amplitude for both symbol rates, which is
due to the noise term resulting from beating between ASE in the
LO polarization and the signal [8]. At high launch powers, when
the optical signal-to-noise ratio (OSNR) is increased, it is in-
stead the low amplitude symbols that have the largest spreading.
This can be understood from looking at the back-to-back con-
stellations which are shown in Fig. 7. They show that the sym-
bols with low amplitude have more intersymbol interference
(ISI), which is due to the larger ISI in the two intermediate levels
of the electrical four-level drive signals compared to their upper

Fig. 7. Measured 16-QAM constellations at 10 GBd. Left: Back-to-back con-
stellation. Right: Constellation after transmission with 7-dBm launch power
with (black dots) and without (gray stars) matched receiver paths.

and lower levels. The measured constellation when the launch
power was set to 7 dBm is also shown in Fig. 7 for the cases of
matched (black dots) and unmatched (gray stars) receiver paths.
(The mismatch in the latter case is one symbol slot.) The im-
pact of nonlinear effects is clearly visible with unmatched paths.
Further study of Fig. 6 shows that at 10 GBd an optimum span
launch power is found which gives the lowest for all symbols.
This is not the case for 5 GBd and the reason is that dispersion
has much smaller impact at this symbol rate. This is in qualita-
tive agreement with Fig. 3.

V. CONCLUSION

We have shown that SH coherent systems have the unique
capability to cancel nonlinear phase distortion. Numerical sim-
ulations show that the scheme is effective at 10 GBd and the
scheme has been experimentally validated.
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• The LO co-propagates with signal in the orthogonal 
polarization.

• LO and signal obtains the same NL phase shifts (via 
XPM in the Manakov model).

• This is undone when the LO and signal beats in the 
coherent receiver.

• Compare and contrast with coherent superposition.
idet ⇠ 2Re(u⇤

LOusig)
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4. How can we get beyond 3 dB of 
improvement?
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Distributed or periodic conjugation!
• PSA-based links
• Raman-based superpos. links
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Phase-sensitive amplifier loop experiment

• First PSA high-gain, long-haul loop experiment.

23

S. Olsson et al., ECOC 2014
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Phase sensitive amplifiers

• Can provide higher 
sensitivity than PIAs (e.g. 
EDFAs) (PSAs have 0 dB 
quantum-limited noise 
figure).

• Capable of mitigating 
nonlinear transmission 
distortions (PSAs perform 
coherent superposition of 
signal and idler).
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S. Olsson et al., ECOC 2014
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Comparison Nonlinear Regime
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At BER=1×10-3 
EDFA: N=10, ΦNL=1.95 rad 
PSA: N=30, ΦNL=5.85 rad

S. Olsson et al., ECOC 2014
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Raman+PSA links

• Use Raman amplification 
for power symmetry.

• Passive disp comp.
• PSA for coherent 

superpos. (but not gain).
• Huge improvement in 

performance.
• cf. A. Ellis et al.  

OpEx (2015)
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Transmitter DCM Receiver

RPU

DCM PSA

x N
50 kmPlaunch

VOA

λ

S C

~10 nm

PSA VOA

With Raman: G = 0 dB, performs coherent superposition
Without Raman: G = 10 dB, performs coherent superposition

Fig. 3: Schematic of the simulated system. Dispersion compensating module (DCM), Raman
pump unit (RPU), variable optical attenuator (VOA), signal (S), conjugate copy (C).

of αpump,realistic = 0.25 [dB/km]. According to the theory presented in [7], the ideally Raman-
amplified PSA system with a higher degree of symmetry of the span power map should mitigate
nonlinear effects in a more efficient manner. The degree of symmetry of the span power map
for a realistic backward-pumped Raman system is higher with shorter spans, because of this we
choose to simulate systems with a relatively short span length of 50 km. The span power maps
of the three systems are shown in Fig. 2.

When comparing the resilience against nonlinear effects of PSA systems with and without
Raman amplification, the strength of the nonlinearity is quantified both in terms of the launch
power and the accumulated nonlinear phase shift (NLPS). Since the Raman-amplified systems
have a distributed gain, the accumulated NLPS at a given launch power will be higher. The span
power maps G(z) are calculated as [19, Eq. 2.1.14]

G(z) =
Psignal(z)
Psignal(0)

= exp
(

gRPpump

∫ z

0
exp

(
−αpump(Lfiber − z′)

)
dz′ −αsignalz

)
, (1)

where gR is the Raman gain coefficient and we assume that we are operating in an undepleted
pump regime. The corresponding NLPS is calculated as

NLPS(z) =
∫ z

0
γPsignal(z′)dz′. (2)

Compared to the system without Raman amplification at any given launch power, the NLPS of
the realistic backward-pumped Raman system is increased by a factor of 1.61 (2.1 dB) and with
the flat ideal Raman power map, it is increased by a factor of 2.55 (4.1 dB). These values are
valid with the fiber span parameters shown in Table 1.

An important feature of a PSA is that the quantum limited noise figure is lower than for
a PIA, e.g. an erbium-doped fiber amplifier (EDFA), 0 dB compared to 3 dB [2]. However,
this distinguishing feature becomes of less relevance in a Raman-amplified PSA link since the
noise power generated by the distributed Raman amplification always will be higher than the
noise power generated by the PSAs. This means that for a Raman-PSA hybrid system, the
low noise requirements on the PSA could be relaxed, possibly leading to less complex PSA
implementations.

3. Computer simulations

Computer simulations were carried out in order to optimize the dispersion map for single-span
PSA links with and without realistic Raman amplification and after that, to estimate the per-
formance of single-span and multi-span links with the found dispersion maps. A schematic
of the simulated system is shown in Fig. 3. A non-return-to-zero quadrature phase-shift key-
ing (QPSK) or 16-ary quadrature amplitude modulation (16QAM) signal, as a single-channel or
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Fig. 8: EVM as a function of transmission distance for 5-channel WDM 28 GBaud QPSK
systems at optimum launch powers.

Simulations were also performed to investigate if a PSA link transmitting 16QAM would
benefit to the same extent from Raman amplification. The symbol rate was kept at 112 GBaud
and the same dispersion maps found to be optimal in the single-span case were used. The
results from these simulations are shown in Fig. 7 where a PSA system without Raman ampli-
fication is compared to systems with realistic and ideal Raman amplification. If we compare
the transmission distance at an EVM of −20 dB in the same way as for the QPSK systems, the
transmission distance increases from 1,400 km (PSA without Raman, −4 dBm) to 2,200 km
(PSA with realistic backward-pumped Raman, −3 dBm) and to 8,550 km (PSA with ideal
Raman amplification, 1 dBm), which corresponds to factors of 1.6 and 6.1, respectively. The
increases in transmission distance due to the addition of Raman amplification is smaller for
16QAM systems compared to QPSK systems but still significant. We also note that the ideally
Raman amplified PSA system transmitting 16QAM has a 1 dB lower optimum launch power
(1 dBm) compared to the same system transmitting QPSK (2 dBm).

4.3. WDM multi-span results

Simulations were also performed in order to evaluate if the resilience to nonlinear effects of a
WDM PSA system can be improved by the addition of Raman amplification. For these simu-
lations, instead of a single-channel 112 GBaud signal, we used a 5-channel WDM 28 GBaud
QPSK signal. The channel spacing was 50 GHz. For this case it is important to note that the
conjugated copy is generated by conjugation of the waveform of the whole WDM grid and not
by conjugation of the channels individually. The EVM of the center channel as a function of
transmission distance for the WDM systems is shown in Fig. 8. If comparing the WDM re-
sults to the single-channel results, it is important to note that the channel symbol rate is lower,
28 GBaud compared to 112 GBaud, which is why the EVM values in absolute terms are lower
compared to those of the single-channel systems. If we do the same comparison as in the pre-
vious cases and compare the transmission distances at an EVM of −20 dB, we see that the
transmission distance increases from 1,700 km (PSA without Raman, −8 dBm) to 4,300 km
(PSA with realistic Raman, −5 dBm) and to 13,800 km (PSA with ideal Raman, −1 dBm).
This corresponds to increases in transmission distances by factors of 2.5 and 8.1, again much
larger increases than those seen in the linear regime. Since the conjugation in the transmitter is
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Fig. 6: EVM as a function of transmission distance of 112 GBaud single-channel QPSK systems
in (a) quasi-linear regime with -10 dBm launch power and (b) nonlinear regime at the optimum
launch power. The increase in transmission distance at the chosen EVM levels by addition of
ideal Raman amplification in a PSA system is marked in the figure. Shown in the figure are also
example constellation diagrams for the PSA system without Raman amplification and the PSA
system with ideal Raman amplification.
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Conclusions
• Regular phase conjugation and various twin beam 

transmission schemes give typically 3 dB improvements.
• Greater improvement can be achieved by going to 

distributed, or repeated, conjugation/superposition.
• Fundamental limits still unknown. Is there a maximum NL 

phase shift that can be cancelled before NL phase noise 
kicks in?

27

• How much NL phase shift can your scheme tolerate?
• Distributed PSA (or PC) are the only one giving 

�NL =

Z

systemlength
�P (z)dz > ⇡

…perhaps?
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