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Recall

Coupled ensembles under BP decoding behave 
like uncoupled ensembles under MAP decoding. 

Since coupled ensemble achieve the highest threshold they can 
achieve (namely the MAP threshold) under BP we speak of the 
threshold saturation phenomenon. 

By using spatial coupling we can construct codes which are 
capacity-achieving universally across the whole set of BMS 
channels. 

The basic principle is applicable to a wide range of graphical models.

The phenomenon of threshold saturation is closely connected to the 
way of how crystals grow.
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Spatial Coupling as a Proof Technique 
(coding) 

shows that MAP threshold is given by Maxwell conjecture
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Paradigmatic CSP: random K -SAT

I Random graph with n variable nodes and m clauses.

I Each variable node is connected to K clauses u.a.r by an edge.

I Edge is dashed or full with probability 1/2. Degree of variable
nodes is Poisson(↵K ).

I Boolean variables: xi 2 {T , F}
or 2 {0, 1}, i = 1, · · · , n

I Clauses:
�
_K

i=1xn(ai )
ai

�
,

a = 1, · · · , m

I Fn,↵,K = ^M
a=1

�
_K

i=1xs(ai )
ai

�

Control parameter ↵ = #(clauses)
#(variables) = m

n : Phase Transitions.

Each clause is connected to K variables u.a.r.
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I Friedgut 1999: 9↵s(n, K ) s.t 8✏ > 0

lim
n!1

Pr

�
Fn,↵,K is SAT

 
=

⇢
1 if ↵ < (1� ✏)↵s(n, K ),
0 if ↵ > (1� ✏)↵s(n, K ).

Existence of limn!+1 ↵s(n, K ) is still an open problem.

I This talk: MAX-SAT or Hamiltonian version of the problem:

HF (x) =
mX

a=1

�
1� 1

�
_K

i=1xs(ai )
ai

��
,

the MAX-SAT/UNSAT threshold is defined as:

↵s(K ) ⌘ inf
�

↵ | lim
n!+1

1
n

E[min
x

HF (x)]
| {z }

exists and continuous function of ↵

> 0
 

In particular ↵s exists. [Interpolation methods: Franz-Leone,
Panchenko, Gamarnik-Bayati-Tetali].

↵
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The Physics Picture

Cavity Method: takes (correctly) into account LRO.
[Parisi-Mézard-Zecchina 2001, Semerjian-RicciTersenghi-Montanari,
Krazkala-Zdeborova 2008]

I Above ↵
dyn

"Frozen liquid" or "structural glass" which does
not find its "crystalline ground state": d-RSB.

I Belief Propagation based decimation algo’s fail for ↵
beyond some ↵

BPGD

< ↵
dyn

.

I Free energy has a singularity only at ↵
cond

(T ): s-RSB.

Parisi-Mezard-Zechina 2001

Semerjian-RicciTersenghi-Montanari, Krazkala-Zdeborova 2008
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Known Lower bounds on the SAT-UNSAT threshold

I Algorithmic lower bounds: find analyzable algorithm and
find solutions for ↵

alg

(K ) < ↵s(K ). [long history ...]

I Second Moment lower bounds, weighted s.m with cavity
inspired weights [long history, ... Achlioptas - Coja Oghlan].

K 3 4 · · · large K

best lower bound 3.52alg 7.91s.m · · · 2K ln 2� 3
2 ln 2 + o(1)s.m

best algor bound 3.52 5.54 · · · 2K ln K
K (1 + o(1))

↵
dyn

3.86 9.38 · · · 2K ln K
K (1 + o(1))

↵
cond

3.86 9.55 · · · 2K ln 2� 3
2 ln 2 + o(1)

↵
s

4.26 9.93 · · · 2K ln 2� 1
2 (1 + ln 2) + o(1)
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New Lower bounds by the Spatial Coupling Method

Recall:

HF (x) = number of UNSAT clauses of F for x 2 {0, 1}n

and ↵s = inf
�
↵ | limn!+1

1
nE[minx HF (x)] > 0

 

K 3 4 · · · large K

↵
new

3.67 7.81 · · · 2K ⇥ 1
2

best algor bound 3.52 5.54 · · · 2K ln K
K (1 + o(1))

best lower bound 3.52alg 7.91s.m · · · 2K ln 2� 3
2 ln 2 + o(1)s.m

↵
dyn

3.86 9.38 · · · 2K ln K
K (1 + o(1)

↵
cond

3.86 9.55 · · · 2K ln 2� 3
2 ln 2 + o(1)

↵
s

4.26 9.93 · · · 2K ln 2� 1
2 (1 + ln 2) + o(1)



Strategy

construct spatially coupled model

↵coupled

SAT = ↵uncoupled

SAT

↵uncoupled

alg  ↵coupled

alg  ↵(un)coupled

SAT

Coupled K -SAT model: align L random graphs on a line and
couple them accross window of width w , and remove
constraints at boundaries

Cavity method predictions:

I The d-RSB glassy phase disappears !

lim
w!+1

lim
L!+1

↵
dyn

(L, w) = ↵
cond

I Static thresholds do not change (any w) !

lim
L!+1

↵coupled

s

(L, w) = ↵
s

, lim
L!+1

↵coupled

cond

(L, w) = ↵
cond

,
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Unit Clause Propagation algorithm

1. Repeat until all variables are set:

2. Forced Step: If F contains unit clauses
choose one at random and satisfy it by
setting unique variable. Remove or shorten
other clauses that contain this variable.

unit clause

3. Free Step: If there are no unit clauses choose a variable at
random and set it at random. Remove or shorten clauses that
contain this variable.



Analysis (Wormald Method)

E[ change | state] = f(state)

convert this to di↵erential equation

show that ”typical” instances closely follow solution of di↵ equation

state for our case:

C3 – number of clauses of degree 3

C2 – number of clauses of degree 2

C1 – number of clauses of degree 1

t – time; number of peeled-o↵ variables



Analysis (Wormald Method)

dc3(⌧)

d⌧
= �3c3(⌧)

1� ⌧
,

dc2(⌧)

d⌧
=

3c3(⌧)

2(1� ⌧)
� 2c2(⌧)

1� ⌧

c3(⌧ = 0) = ↵, c2(⌧ = 0) = 0 c3(⌧) = ↵(1� ⌧)3, c2(⌧) =
3↵

2
⌧(1� ⌧)2

0.2 0.4 0.6 0.8 1.0
tau

0.5

1.0

1.5

c3 (decreasing curve), c2 (unimodal)



Analysis (Wormald Method)

1

2

2c2(⌧)

2c2(⌧) + 3c3(⌧)

2c2(⌧) + 3c3(⌧)

1� ⌧
=

c2(⌧)

1� ⌧
< 1

0.2 0.4 0.6 0.8 1.0
tau

0.5

1.0

1.5

2.0

2.5

unit clause generation

↵ = 8/3 ⇠ 2.66

unit clause generation rate



18

Unit Clause Propagation for coupled Formulas:

I Forced step: as long as 9 unit clause, then satisfy it by
setting the variable. Remove or shorten clauses containing
this variable.

I Free step:

In a free step, choose a In a free step, choose a 
variable uniformly at variable uniformly at 
random from all the random from all the 
remaining ones in the remaining ones in the 
first position.first position.

Once the first position is Once the first position is 
empty,  choose the free empty,  choose the free 
variables from the second variables from the second 
position and so on.position and so on.
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Differential Equations for Coupled-UC

Phase p (i � p). Round ⌘ free step followed by forced steps.

d`i(t)
dt

⌘ �2�i(t) = �2 rate of removal of nodes at pos i

8
>>><

>>>:

dc(3)
i (t ,~⌧)

dt = �2
Pw�1

d=0 �i+d(t) ⌧d c(3)
i (t ,~⌧)

`i+d (t)

dc(2)
i (t ,~⌧)

dt = �2
Pw�1

d=0 �i+d(t) ⌧d c(2)
i (t ,~⌧)

`i+d (t) +
Pw�1

d=0 (1 + ⌧d)�i+d(t)c(3)
i (t ,~⌧d )
`i+d (t)
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Evolution of number of variables per position

Algorithm runs in "phases" p = 0, 1, 2, 3, . . . which terminate
each time all variables have been set in a position p.

At ↵ ⇡ 3.67 the curves develop vertical slopes: explosion of
unit clauses.
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Proposition: Let ↵coupled

UC

(K ) ⌘ limw!1 limL!1 ↵coupled

UC

(K , L, w)

K 3 4 ... large K

↵
UC(K ) 2.67 4.50 ... e

K 2K�1

↵coupled

UC

(K ) 3.67 7.81 ... 2K�1 + · · ·

Exact formula:

↵coupled

UC

(K ) = max{↵ � 0| min
`2[0,2]

�↵,K (`)}

with
�↵,K (`) = 2� `(1� ln `

2
)� ↵

2K�2 (1� `

2
)K
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Conclusion
I Lower bounds for CSP’s by algorithmic lower bounds on

coupled-CSP’s.

I Applies to many problems: K-SAT, COL, XORSAT, Error
Correcting LDPC codes, Rate-Distortion theory.

I For XORSAT and Error Correcting codes it gives optimal
lower bounds ↵

alg

< ↵
coupled�alg

= ↵s.

I For SAT, COL, can we perform better with more
sophisticated local rule instead of free step ?

I Above some K we find that ↵coupled

UC

> ↵uncoupled

dyn

.

I Sometimes we go above condensation threshold. E.g
coloring with Q � 4.



Summary

Spatial coupling can be used in two different ways.

Algorithmic: spatially coupled graphs are particularly suited for message passing

Proof technique: extend problem to spatially coupled version 
                              proof desired property for this version 
                              show that original problem is equivalent to spatially coupled 
                              with respect to this property; 






