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Fusion of Model Predictive Control and Reinforcement Learning for the Safe Exploration
of Unknown Systems with Latent States

Problem description:

Reinforcement learning (RL) has been used very successfully in recent years to learn optimal actions
in complex environments. Unlike other learning-based methods, RL algorithms do not just passively
rely on the availability of informative data and instead provide a principled approach to balancing
exploration and exploitation. However, a severe concern with standard RL algorithms is that they
generally do not provide safety guarantees for the learning phase, in which the agent actively explores
its potentially safety-critical environment. In order to overcome this drawback, there is a growing
interest in combinations of model-based RL and model predictive control (MPC) as MPC techniques
offer a systematic way to incorporate safety considerations in the form of constraints [1].
An example of such a combination is presented in [2], where a posterior sampling RL approach is
combined with MPC and formal safety and performance guarantees are derived. While the analysis
assumes that all states of the system can be measured, this is not the case in many real-world
applications. Recently, however, it has been shown that specific sampling techniques can be used
to formulate learning-based MPC problems with constraint satisfaction guarantees even in the case
that the states of the system are not directly measurable [3].
The aim of this work is thus to combine these two approaches into a secure RL algorithm for systems
with latent states. Furthermore, formal safety and performance guarantees shall be derived, and the
resulting algorithm shall be evaluated using simulations.

Tasks:

� Literature research on learning-based MPC and safe RL
� Implementation of a posterior sampling RL algorithm for systems with latent states
� Formal regret analysis
� Numerical evaluation of the proposed algorithm
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