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Learning Motion Primitives from Invariant Representation

Problem description:

Learning of Motion Primitives (MP), as well as their generalization to different scenarios, is of impor-
tance to increase the robot's versatility in every-day scenarios.

In this Forschungspraxis work the student has to implement an algorithm to learn MP from invariant
trajectories [1]. These trajectories are not affected by affine transformations. Hence, we expect the
learned MP generalize well in the space of affine transformations, without providing additional training
samples. To learn MP, Gaussian Mixture Model (GMM) and Gaussian Process (GP) will be compared.
A comparison with the work in [4] is required to show the benefits of our approach wrt state-of-the-art
algorithms.

Work schedule:

Learn motion primitives from invariant representation.

GP implementation.

Identify the best learning technique (GMM/GP) for the invariant features.
Comparison with the approach in [4].
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