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3D Human Motion Modeling using Generative Model based on the Transformer

Problem description:

The problem of predicting human’s full-body 3D motion has been a challenge for researchers in various
fields. Regarding this, existing works [2] tend to rely on the recurrent neural networks (RNNs), which
have been empirically proven to be effective for modeling sequential data. However, recently, the self-
attention based model called Transformer [3] has achieved lots of success in sequential data modeling
such as natural language processing, and its outstanding performance is drawing attention from many
researchers. In this work, the goal is to develop a generative model based on this Transformer, to predict
human’s full body 3D motion in future. Of course, there exists a work based on the Transformer for
3D human motion modeling [1], but [1] has not improved the performance as much as expected in a
quantitative way. Therefore, the student will analyze the pros and cons of past researches, and develop
another transformer-based model with better performance in human motion prediction.

Tasks:

• Literature review on 3D human motion modeling and related neural network based models.
• Design and implement a transformer-based neural network for 3D human motion modeling.
• Evaluation and comparison study with baseline models [2, 1].
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