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LEHRSTUHL FÜR STEUERUNGS- UND REGELUNGSTECHNIK
ORDINARIUS: UNIV.-PROF. DR.-ING./UNIV. TOKIO MARTIN BUSS

21 October 2015

F O R S C H U N G S P R A X I S
for

Jonas Hess
Student ID 03615683, Degree EE

On-line Gaussian Processes for Robotics

Problem description:

Gaussian Processes (GP) [1] are statistical modelling tools that has been successfully used in a num-
ber of robotics applications, such as imitation [2] and reinforcement learning [3]. On-line, incremental
learning algorithms for GP have been also proposed in literature [4]. These algorithms are useful to
update the learned parameters according to new incoming data. To face the increasing computa-
tional time problem, state-of-the-art incremental GP algorithms introduce criteria to sparsely represent
incoming data [2, 4].

In this Forschungspraxis work the student has to implement a novel on-line GP algorithm by using fast
inverse computation algorithms. Moreover, an approach will be developed to forget too old data.

Work schedule:

• Literature overview on standard and on-line GP
• Incremental GP algorithm implementation in Matlab
• Comparison with state-of-the-art approaches
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