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Human-Object Interaction prediction in videos through Gaze-Following

Problem description:

In this thesis project, the student will build a system that can predict the Human-Object Interaction
(HOI) in the near future from videos, by considering the human eye-gaze information. This work is
inspired by several biological human behavior researches, [1] which claim that humans tend to gaze at
an object before interacting with that object.
The student will explore the use of gaze-following methodologies [2] as an additional novel step
towards HOI benchmark in videos [3] . Regarding this, the student would be required to propose a
deep learning-based HOI prediction model which will learn the spatio-temporal relationship between
human and objects. Compared to the existing similar related works that use eye-gaze information
for HOI detection in a single image [4], the main contribution of this work would be using the gaze
information for HOI prediction in videos.

Tasks:

• Literature review on Human Object Interaction and Gaze-Following.
• Integration of Tracking-Detection system for locating Human and Objects through time with Gaze-
Following existing models.

• Design and implement an attention-based Neural network for Gaze-Following.
• Design and implement a deep-learning model to combine Gaze-Focus and human/object represen-
tations for HOI prediction.

• Evaluation and ablation study based on baseline models
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