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Problem description:

Learning from Demonstration (LfD) is an approach that allows to intuitively transfer task knowledge
from humans to robots by demonstrating the task at hand e.g. via teleoperation or kinesthetic teaching.
The gathered sensor data during a task demonstration can be described by a large set of generic
features, such as measured forces acting on the end effector or minimal distances of the robot towards
objects or important landmarks. Feature selection (FS) is the process of determining a minimal subset
of task relevant features by eliminating redundant or uninformative features from the initial set. Since
the search space of many ML setups, like Reinforcement Learning, scales exponentially with the number
of features, FS is highly important to achieve sufficient performance in real world robotic tasks that
involve a high dimensional state-action and feature space. FS approaches can be divided into filter
[1, 2] and wrapper methods [3], which are employed in a separate step prior to the actual learning
algorithm or integrated into a learning algorithm, respectively. The focus of the thesis project is set
on FS from unlabeled sensor time series, where the following tasks are to be conducted:

Tasks:

• Literature research on feature selection with focus on time series data
• Implementation of at least two different algorithms for FS from unlabeled sensor time series, em-

ploying e.g. the approaches of [1], [2] or [3]
• Evaluation of the performance of the implemented approaches regarding elimination of redundant

and irrelevant features
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