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Composing Monotonic Neural Networks to Train
and Verify Complex Networks

Background

Neural networks are the building blocks of deep learning systems. They are useful for sol-
ving numerous complex tasks like pattern recognition [3], natural language processing [5] and
medical diagnosis [2]. In recent years, several papers have outlined the importance of formal
verification of neural networks in systems like autonomous driving, fraud detection [4] and visu-
al recognition [9]. For safety reasons in real world applications, when models are used to inform
decisions that affect human actors, robustness to small perturbations is a desired property [7].

Monotonic neural networks are especially important in achieving highly accurate, transparent
and interpretable models [11]. These monotonic neural networks make use of linear functions
and are mostly used for smaller datasets. Generally, monotonic models can be split into two
major categories: built-in and constrained monotonic architectures [7] where the monotonicity
is guaranteed, and regularized architectures where monotonicity is enforced during training
[11]. Complex networks on the other hand rely on non-linear functions, are more flexible and
are not limited by monotone constraints. As the name suggests, these networks are suitable
for complex tasks like audio or image pattern recognition [8, 6]. While smaller neural networks
have already been successfully verified, complex networks still lack certification.

The simple and linear properties of monotonic networks make them more predictable, and
easier to verify than the complex, unconstrained neural networks. For monotonic networks,
efficient mathematical tools like SMT solvers can be used for verification [10], whereas the
unpredictable nonlinearity of complex networks is much harder to analyze. This research project
combines the properties of monotonic neural networks and non-linear networks to make the
analysis of complex networks less abstract.

Description

The aim of this thesis is to extend the CORA neural network verification procedure [1] by com-
bining various monotonic neural networks in order to create big and complex networks to study,
train and verify non-monotone functions. We can exploit the partial monotonicity characteristic
of these networks to determine exact output constraints for the formal verification while keeping
them interpretable. These big networks will be trained and verified with CORA, namely with
open-loop and closed-loop verification. We want to evaluate these big networks and compare
their efficiency to neural networks without partial monotonicity.

Tasks

• Familiarize with the toolbox CORA [1].

• Literature research on monotonic neural networks and compositional neural network ar-
chitectures.

• Combine monotonic neural networks to analyze non-monotonic functions.

• Develop efficient algorithms for the verification which exploit the monotonicity.

• Evaluate efficiency of combined neural networks for training and verification.

• How many monotonic neural networks do we have to combine for good results?

• How big can each monotonic neural network be?

References

[1] Matthias Althoff. An introduction to cora 2015. In ARCH@ CPSWeek, pages 120–151,
2015.

mailto:lukas.koller@tum.de
http://ce.cit.tum.de/cps//


Department of Informatics

Chair of Robotics, Artificial
Intelligence and Real-time
Systems

Technical University of Munich

[2] Filippo Amato, Alberto López, Eladia María Peña-Méndez, Petr Vaňhara, Aleš Hampl, and
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