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SCALABLE ONLINE TCP THROUGHPUT LIMITATION ANALYSIS

Towards Real-time TCP Throughput Root Cause Monitoring

Introduction

So far: Design goals:
» Siekkinen et al.[5, 6]: Toolkit for the detection of Application Limited Periods (ALP) » Scalability and efficient resource consumption
and different kinds of network limitations » Modularity

» Limitation: Approach is based on analysis of full traffic captures

— only offline analysis Implementation based on FlowScope[1, 2]
Goal: Develop a tool to perform TCP throughput RCA in real-time

» Capable of processing data rates up to 100 Gbit/s and beyond
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Data Set for Evaluation Capacity Estimation Module
Generated data set for the evaluation of capacity estimation and RCA classification with a Implemented a passive capacity estimation module based on former research by En-
TCP measurement framework by Jaeger et al. [4] Najjary et al. [3]

» Labeled data and reproducibility

. » Works with packet pair dispersion derived from inter-arrival times (IAT
» Allows to analyze a wide spectrum of test cases P P i (IAT)

» Supports estimation near the client and near the server

Capacity estimation: » More suitable method is selected based on position, to ensure that analyzed packets

Test Case Varied Parameters Values
assed the capacity bottleneck
Cong. Con. Algo. TCP Algorithm Reno, Cubic, BBR " Bottleneck “ L1 - P P y
Packet loss Loss on the bottleneck 0% - 25% 82 Receiver Test C Bottl k A lient side) A id
Capacity Bottleneck bandwidth 5 Mbit/s - 100 Mbit/s i est Case ottleneck Acc. (client side) Acc. (server side) o
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Receiver Win. Reno, Cubic, BBR 50 - 300 0, 0.001, 0.01 Moongen Pmﬁhn'g Estimate is classified as 'accurate’ if the relative error is less than 5%. Loes in 9%

Congestion Win. Reno’ CubiC, BBR 150 _ 400 o, 0.001, 0.01 st e .

Performance Considerations

Effectiveness

Distribution of calculated scores for measurements without loss presented as CDFs: Analyzed runtime of the expiry check for each module
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sions during TCP slow start.
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