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FROM VON NEUMAN ARCHITECTURES TO MODERN HPC
SYSTEMS
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AND THEN WE ALSO ADD ACCELERATORS (GPUS)
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AND USE MANY, REALLY MANY OF THESE NODES

*  Summit Supercomputer @ ORNL:
* 4.608 nodes

» 200 PF performance

* 13 MW power consumption
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(SOME) CHALLENGES IN PROGRAMMING THESE SYSTEMS

* Level of parallelism
« O(10°) FPUs

+ Hardware heterogeneity
+ CPUs, GPUs, other
+ HBM, SSD, object store

* Programming/Performance Portability

* Novel numerical/methodological approaches

THE GOOD OLD TIMES

* Programms written in C/C++ or Fortran

* MPI (Message Passing Interface) for moving data across distributed memory

* OpenMP for expressing parallelism on shared memory
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GOALS OF THE SEMINAR

* Investigate different programming approaches particularly wrt portability and
performance portability

» Focus on heterogeneous architectures (GPUs, shared/distributed memory)

 Examples:
+ CUDA, HIP, OpenMP, Sycl
+ Performance portability frameworks (Kokkos, Raja, ...)
» Frameworks for Al

» Abstractions & tools for memory/I0-management
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SEMINAR ORGANIZATION

» Kick-off meeting late April

« Final definition and selection of topics

» Seminar paper (6-8 pages)
« Literature study (scientific papers! Min 3-4)

* Main concepts (pros & cons) plus (where
possible) experiences from real applications

* Peer reviewed by seminar participants

e 2nd week of June

* Presentation (~15 mins)

*  Workshop in late June/early July

Tutors will help in case of
questions/problems

Review paper/presentation drafts

Grading
40% paper, 40% presentation, 20% review

All needs to be positive

Prerequisits

Understanding of parallel programming (e.g.
IN2147)




