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SemanticPointCLIP: Vision-Language for Point
Cloud Semantic Understanding

Description

The use of vision-language models (VLP) has attracted significant attention in various
communities due to their numerous applications. The CLIP model [1] was recently
proposed as a contrastive learning approach that connects image and text and can be
further utilized in many other applications [2, 4]. CLIP is trained on a large dataset
and can be used for zero-shot learning on a new dataset. The image and text enco-
ders can be utilized in other tasks, such as object detection and segmentation. While
these approaches are primarily used in 2D images, point clouds are also essential in
many areas, including SLAM and robotics manipulation. The most practical applica-
tion requires the geometry structure for better inferring and interaction, especially in
some industrial applications. Most existing works lack semantic understanding in a
complex point cloud scenario. Combining scene understanding and natural language
understanding [3] can greatly improve the performance of robotics applications. This
work aims to use CLIP as the backbone for point cloud applications and bridge the
gap between image and point cloud data, and transfer knowledge from images to the
point cloud. We plan to utilize the pre-trained CLIP model, with task special prompt
to build a point cloud semantic network. The network will then be able to segment
the corresponding object with its prompts.

Tasks

� Literature review of vision-language models.
� Collection of point-text pairs for training and testing.
� Design a vision-language model structure for point cloud applications.
� Evaluate the proposed model using the prepared dataset.
� Compare the proposed network with other state-of-the-art approaches.
� Optional: submit the result to a top conference
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