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GraspDETR: DETR based Grasp Planning

Description

The original proposal of the transformer model [5] was for natural language processing,
leveraging the attention mechanism to capture contextual information by assigning
higher weights to the most relevant positions. Today, the transformer network has
found wide applicability in visual tasks, including vision transformer (VIT) [3] and Swin
transformer [4]. DETR [2] utilizes the Transformer structure with a bipartite graph-
based object detection network, and is widely used to locate objects in an image. In
the field of robotics, grasp planning [1] is a critical task that involves identifying a set
of grasps based on given images. This study seeks to explore how the DETR network
can be utilized to generate grasping instead of merely object location in images, with
the objective of integrating powerful vision technologies and knowledge transfer into
the domain of robotics.

Tasks

� Literature review of Transformer based vision network.
� Design the GraspDETR model structure for generating grasp candidates with a

new cost function.
� Evaluate the proposed model using the prepared dataset in the simulation and

real work robotics
� Compare the proposed network with other state-of-the-art approaches.
� Optional: submit the result to a top conference
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