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Background

Foundation Models (FMs) are large-scale machine learning model trained on a vast amount of diverse data and designed
to serve as a general-purpose tool that can be adapted for various tasks. FMs usually integrate information from multiple
sources or modalities, such as text and images, to understand and generate comprehensive and rich outputs. FMs has
been increasingly applied in various tasks, such as visual entity recognition, visual question answering (VQA),
autonomous driving, and robotics.

Recent advancements in multi-modal FMs include CLIP [6] (Contrastive Language-Image Pretraining) and ALIGN [4] (A
Large-scale ImaGe and Noisy-text embedding) which train the FMs by aligning text and image embeddings. These
models use contrastive learning to map text and images into a shared embedding space, enabling better understanding
and retrieval across modalities. Additionally, some other approaches utilize transformer-based models and learn in an
autoregressive manner. These approaches are more easy to scale. Some representative large-scale models are PaLl[2],
Flamingo [1], etc. However, integrating structured data from Knowledge Graphs [3] (KGs) with visual and textual data
remains an underexplored area despite the rich contextual information KGs can provide. Large-scale knowledge graphs,
such as Wikidata [7] and PyTorch-BigGraph [5], contain rich structural information but also include noise. Integrating
these knowledge graphs with foundation models presents a promising research direction.

Research Questions

One of the following research questions can be chosen.
e How can large-scale knowledge graphs be integrated into the foundation model learning pipeline?

e Can large-scale knowledge graphs assist with tasks: visual entity recognition and visual question answering?

Your Tasks
In this thesis, you will learn state-of-the-art methods to combine the information from KGs, images and text. You are
supposed to

e train advanced knowledge graph embedding methods, like transE, transH, and some other GNN-based methods
fine-tune the vision-language models (VLMs) like CLIP, Pali, and etc.
perform ablation studies and run existing baselines.
Develop your own methods to combine KG and foundation models.

Requirements

e High self-motivation and passion on research.
e Existing knowledge about KGs and VLMs will be a bonus

Advisors: Hongkuan Zhou (hongkuan.zhou@bosch.com), Xiangtong Yao (xiangtong.yao@tum.de)
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