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Bayesian Filtering of FMWC radar data with Spiking
Neural Networks

Figure 1: (Left) Particle filtering task with noisy spike input. [3] (Right) Range angle map
taken from RaDICal dataset. [4]

Background

Our brain performs outstanding signal processing tasks to ensure its survival. It copes
with an uncertain environment and noisy sensory information and still manages to make
real-time estimates and predictions of its surroundings. It becomes evident that neural
circuits employ approximate probabilistic calculations [2], but it is still unclear how these
calculations are implemented biologically. Several approaches exist that implement Bayesian
filtering algorithms on Spiking Neural Networks [1, 3]. Generally, Bayesian filters estimate
an unknown probability density function (PDF) of a variable, typically the signal. This
approach can be used to remove the noise from the data, since only the information of
the signal is extracted.

The filtering step is crucial for all sensor data. Although lidar sensors and vision systems
are still the predominantly used sensors for automotive use cases, radar sensors receive
more and more attention, mainly due to their robustness with regards to the weather. In
contrast to lidars and cameras, radar sensors are able to detect objects even in problematic
weather conditions like snowfall or fog and recent advances in FMCW radars increased the
range/angle resolution significantly. Applying filtering algorithms, such as Bayes filters, on
the range-angle maps (Figure 1) does not only clean the noisy data, but also allows the
tracking of an object by estimating the PDF of its position. Especially in the domain of
autonomous and electrical vehicles, efficient real-time filtering algorithms become more
important.

Description

Based on works of Bayesian filtering with SNNs [1, 3], the student will work on SNN
architectures including new neuron models that are able to perform efficient Bayesian
filtering on range-angle maps of FMCW radar data. Here, the student will learn about
the fundamentals of Bayesian filtering and probabilistic approaches for signal processing.
Finally, benchmarks of the student’s approaches will reveal the most promising architecture.

During this project the student will be

• doing an extensive literature research on probabilistic approaches on SNNs,

• starting with toy models to gain some intuition on probabilistic SNNs,

• working with FMCW radar datasets from the automotive domain,

• implementing SNNs in Python (and neural network simulators) and

• extending the work on Bayes filters with SNNs.
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