
Comparison of Retrieval-Augmented Generation 

(RAG) Systems for Extracting Test Scenarios from 

UN Regulations 

Description 

The automotive industry relies on strict standards and regulations, such as the UN 

regulations No. 152 and No. 131 (Advanced Emergency Braking Systems), to ensure 

vehicle safety and compliance. Extracting relevant test scenarios from these complex 

regulatory documents is a challenging yet essential task for validating autonomous 

driving systems. This master's thesis focuses on evaluating various Retrieval-Augmented 

Generation (RAG) systems for their effectiveness in extracting such scenarios from UN 

regulations. 

RAG systems combine the capabilities of information retrieval with language generation 

models to generate content based on extracted knowledge. The entire RAG system 

consists of two core modules: the retriever and the generator, where the retriever 

searches for relevant information from the data store and the generator produces the 

required contents. Different types of retrievers exist, such as dense retrievers and sparse 

retrievers. Dense retrievers, such as those based on BERT [1], that are good at encoding 

semantic information, whereas sparse retrievers like TF-IDF[2] rely on term frequency 

and inverse document frequency to identify relevant documents. Additionally, there is 

the possibility of using knowledge graphs for RAG, such as the GraphRAG[3]. The student 

should explore and compare the most prominent solutions for these methods, 

considering factors such as retrieval accuracy, computational efficiency, and suitability 

for extracting specific regulatory information[4].  

Tasks 

• Survey and review various RAG systems and methods, including dense retrievers, 

sparse retrievers, and knowledge graph-based systems, starting with those outlined in 

the referenced survey paper. 

• Develop a framework for evaluating the effectiveness of different RAG systems (dense, 

sparse, and knowledge graph-based) in extracting test scenarios from UN regulations. 

• Implement and compare selected RAG methods to assess their retrieval capabilities, 

generation quality, and applicability to specific test scenario extraction tasks. 

• Experiment with different configurations, including both open-source and commercial 

RAG systems, and analyze their performance with respect to extracting precise and 

interconnected regulatory information. 
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