
Language-conditioned Meta-Reinforcement Learning

Background
Haveyou ever imagined a scenewhere robots can executemulti-manipulation tasks according

to your language instructions, such as ”open the door”, ”close the drawer”, and other tasks

in daily life, as illustrated in Figure 1. This scenario can be realized through the utilization

of imitation learning (IL) or reinforcement learning (RL) techniques. However, the successful

execution ofmulti-manipulation tasks presents a significant challenge in the domains of IL and

RL, due to the requirement of coordination amongmultiple actions. Furthermore, the reliance

on extensive expert demonstrations or the design of carefully crafted reward functions as a

means of grounding language instructions with manipulation tasks remains a limiting factor

in the implementation of such systems.

Figure 1. A demonstration of language-conditioned method for multi-manipulation tasks [1].

To alleviate the above limitations, meta-reinforcement learning (meta-RL) [3] is a good choice.

As a subfield of reinforcement learning, meta-RL is concernedwith the acquisition of the abil-

ity to learn to learn, and its goal is to develop a general policy that can be adapted to vari-

ous tasks with limited fine-tuning. Language-conditioned meta-RL represents a specialized

approach within meta-RL that leverages natural language instructions to specify the task at

hand, making it easier for the agent to understand and execute the task. This utilization of

language conditioning enhances the generalization capacity of the meta-RL algorithm, as the

agent can learn from a wider range of tasks and instructions. Through language-conditioned

meta-RL, the agent is capable of more effectively learning and executing multi-manipulation

tasks, even those that may not have been present in the training process.

Your Tasks
In this thesis, you will develop language-conditioned meta-RL algo-

rithms for the purpose of addressing multi-manipulation tasks, e.g.,

Kitchen Environment[2], Meta-World benchmark[4]. Specifically, your

focus will be on:

learning about language-conditioned meta-RL for manipulation

tasks;

learning how to transfer a trained policy to a real Franka Panda robot.
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