BA/SA/MA: Development of an Algorithm for At-
tacker Coordination in the Context of Falsification
in Autonomous Driving

Background

Autonomous driving (AD) has seen a spike of interest in recent years with increasing focus on
its safety. One essential part is the testing and possible falsification of planning algorithms in
critical scenarios. However, those critical scenarios only rarely occur in real-word datasets but
are essential for safety assessment [1]. To tackle this problem, our chair is currently developing
a software for automatically increasing the criticality of interactive scenarios as part of the EU-
Horizon project i4Driving [2]. The long-term goal of i4Driving is to lay foundation to a driver
license for autonomous vehicles (“KI-TUV*). We furthermore aim to use the software to test our
own planners for the TUM autonomous research vehicle EDGAR.
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Figure 1: TUM Research Vehicle EDGAR

Description

Our falsification is currently facilitated via set-based predictive [3] multi-agent driving, in which
our software takes control over other traffic participants (attackers) and aims to simultaneously
let them perform maneuvers that produce critical situations for the Vehicle-under-Test (VUT)
whilst also still following their own goals. This approach is motivated by the fact that critical
scenarios in the real-world are seldom caused by malicious intend but rather by unthoughtful
behavior of individuals pursuing their own goals.

Our approach analysis the reachable sets of the traffic participants, limits them to achieve traffic
rule compliance [4] and predictively finds an attacking point. Afterward, a relaxed QP-Problem
is solved to plan the trajectories. Finally, the VUT plans its trajectory and possible collisions are
detected.
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(A) Real-World Merge Example with two Attackers (B) Simulated Merge Example with two Attackers

4050,

(C) Simulated Passing Example with two Attackers
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Figure 2: Exemplary Results of our Software. The VUT (red) is attacked by attackers (blue)
using their reachable sets (translucent polygons).

Although the current software has produced promising first results, there are a number of open
research topics to it. One of these topics is that the attackers currently choose their point of
attack via a working, but simple, spatio-temporal heuristic and do not consider the choices of
other attackers. The central goal of this thesis is to improve our existing software by developing
a new, robust algorithm that coordinates the attackers to make their attacks even more critical.

Coordinated multi-agent driving is an increasingly investigated field of AD [5]. Current literature
mainly focuses on save multi-agent driving via centroid clustering [6], game theory [7], multi-
agent MPC [8, 5] or multi-agent reinforcement learning [9] with applications such as platooning,
formation driving or cooperative ACC [10].

However, there is little research on how this knowledge can be used to increase the criticality
of multi-agent scenarios in testing and falsification.

Tasks

This thesis focuses on developing and integrating new algorithms (from the literature, maybe
with your own spin on them and/or own ideas) for the described coordination of the attacking
vehicles with the requirement that they still also pursue their own goals.

As we are in an early stage, we currently focus on simulated and real-world highway merge and
passing scenarios only, specified in our own CommonRoad format [11, 12], which is used in
several national and EU-wide projects. We, furthermore, recommend having intermediate skills
in dealing with research code, although we can provide assistance.

Your tasks are:

Investigating current approaches in the literature

Developing one or more approaches based on our requirements
Implementing the approaches in an OOP, well documented, fashion
Evaluate the implemented strategies

o Do~

Making your solution work with the currently used code

Application

If you are interested in the topic, please send an email to the contact information provided on
the right and attach a short CV, your current grade report and your bachelor grade report.

If you have extra-curricular projects or a student job, please attach information about it.

TUTI

Technical University of Munich

O &

Department of Informatics

Chair of Robotics, Artificial
Intelligence and Real-time
Systems



References

(1]

[2
13

_

[4

—_

(5]

(6]

(7]

(8]

9]

(10]

(1]

(12]

Wenhao Ding, Chejian Xu, Mansur Arief, Haohong Lin, Bo Li, and Ding Zhao. A survey
on safety-critical driving scenario generation—a methodological perspective. IEEE Tran-
sactions on Intelligent Transportation Systems, 24(7):6971-6988, 2023.

i4driving EU project. i4driving website, 2023.

Edmond Irani Liu, Gerald Wiirsching, Moritz Klischat, and Matthias Althoff. Commonroad-
reach: A toolbox for reachability analysis of automated vehicles. In 2022 IEEE 25th In-
ternational Conference on Intelligent Transportation Systems (ITSC), pages 2313-2320,
2022.

Edmond Irani Liu and Matthias Althoff. Specification-compliant driving corridors for motion
planning of automated vehicles. IEEE Transactions on Intelligent Vehicles, pages 1-17,
2023.

Richard M. Murray. Recent Research in Cooperative Control of Multivehicle Systems.
Journal of Dynamic Systems, Measurement, and Control, 129(5):571-583, 05 2007.

Stefanie Manzinger and Matthias Althoff. Negotiation of drivable areas of cooperative
vehicles for conflict resolution. In 2017 IEEE 20th International Conference on Intelligent
Transportation Systems (ITSC), pages 1-8, 2017.

Stefanie Manzinger and Matthias Althoff. Tactical decision making for cooperative vehicles
using reachable sets. In 2018 21st International Conference on Intelligent Transportation
Systems (ITSC), pages 444—451, 2018.

Fatemeh Mohseni, Erik Frisk, and Lars Nielsen. Distributed cooperative mpc for auto-
nomous driving in different traffic scenarios. IEEE Transactions on Intelligent Vehicles,
6(2):299-309, 2021.

Shai Shalev-Shwartz, Shaked Shammah, and Amnon Shashua. Safe, multi-agent, rein-
forcement learning for autonomous driving. arXiv preprint arXiv:1610.03295, 2016.

Di Liu, Sebastian Mair, Kang Yang, Simone Baldi, Paolo Frasca, and Matthias Althoff.
Resilience in platoons of cooperative heterogeneous vehicles: Self-organization strategies
and provably-correct design. arXiv preprint arXiv:2305.17443, 2023.

Matthias Althoff, Markus Koschi, and Stefanie Manzinger. Commonroad: Composable
benchmarks for motion planning on roads. In 2017 IEEE Intelligent Vehicles Symposium
(IV), pages 719-726, 2017.

TUM-INO6 and Matthias Althoff. Commonroad website, 2023.

TUTI

Technical University of Munich

O &

Department of Informatics

Chair of Robotics, Artificial
Intelligence and Real-time
Systems



