Towards Provable Safety in Railway Video Moni-
toring

Background

Although the advent of self-driving cars has received the most public attention, autonomous
systems are fast becoming prevalent in a wide variety of use-cases. One use-case with poten-
tially far-reaching implications is the automation of railway traffic. Considearble progress has
been made recently in the areas of object detection and scene understanding, thus improving
the reliability of autonomous systems [6, 9, 4]. However, full automation has to be predicated
on the provable safety and robsutness of detection algroithms responsible for recognizing and
classifying scenarios during opeartion, as even small misclassifications can result in hazardous
behavior.

A key challenge is the susceptibility of neural networks to adversarial attacks, sensor noise,
and other disturbances [3]. Such perturbations, though small, can profoundly influence model
outputs and consequently cause hazardous system behaviour with, as in the case of autono-
mous trains, potentially catastrophic consequences. Furthermore, verifying image-based neural
networks presents a unique challenge due to the high-dimensional continuous input space [5].

Formal verification methods, which provide mathematical proofs of correct behavior, offer a pro-
mising avenue for certifying safety [8, 2]. Recent research on set-based verification, such as
using zonotopes and abstract interpretation techniques, has shown promise in analyzing deep
neural networks in a scalable way [7]. However, existing approaches have not yet been exten-
ded to tackle the verification of networks for entire video sequences. Additionally, they usually
only analyze the robustness of neural networks in a local neighborhood around some input
image. This project investigates a novel framework to apply such formal methods to networks
processing video data, with the goal of identifying and certifying entire regions of the image
input space where the neural network’s output remains trustworthy.

Description

This project aims to demonstrate provable safety for deep neural networks used for inter-
preting camera footage in railway applications. It focuses on identifying regions of the input
space—images or video frames—where the network’s prediction can be formally proven to
match expected safety outcomes.

To achieve this, the input space must be partitioned into verifiable subregions for which safety
can be shown. This can be attempted via bottom-up clustering of similar images into such sub-
regions, or via top-down specification-driven input space refinement, which attempts to trans-
late safety specifications from the output space to the input space. The goal is to maximize the
volume of these partitions while ensuring their verifiability.

By focusing on the structure of the input data and partitioning the input space into manageable
pieces, we can create a system that, during runtime, quickly checks if a given image falls within
a verified-safe region. If it does, the system can rely on the network’s output; if not, it may raise
a warning or use a fail-safe fallback mechanism.

Tasks

« Literature research of relevant work related to the task of image/video verification for
neural networks.

+ Familiarize with relevant aspects of the toolbox CORA [1] relating to neural network veri-
fication and specification driven input refinement.

» Implementation of the partitioning of the input space of possible images into verifiable
subregions through both bottom-up image clustering as well as top-down specification-
driven input space refinement.
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 Evaluate the performance of both approaches to input space partitioning.

+ Optional: include a robustness heuristic for the verified safety/unsafety of images, and
investigate possibilities to reduce the dimensionality of the input space.
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