Automatic Abstraction Refinement for the Verifi-
cation of Neural Network Control Systems

Background

Neural networks have gained tremendous importance in various applications, including safety-
critical tasks [6]. They are, however, prone to adversarial attacks [2], i.e. small perturbations in
the input can lead to very different outputs, which limits the applicability in safety-critical tasks.

A solution is to verify the neural network before executing the proposed action, considering un-
certainties such as sensor noise: This is achieved by modeling the state uncertainty as a set
and conservatively propagating the set through the neural network. This conservative output
set is then further used to verify the proposed action in the controlled system using reachabi-
lity analysis. Given the considered uncertainties, the proposed action is safe if the computed
reachable set fulfills a given specification.

Since sets cannot be evaluated exactly on nonlinear activation functions (e.g., sigmoid), an
over-approximation of the output set of the neural network has to be computed. Previous
works [3, 4] approximate the nonlinear layers of the neural network using polynomials and
bound the approximation error. Higher-order polynomials are more accurate in approximating
the nonlinear function, leading to tighter output sets. However, one quickly runs into performan-
ce issues. Consequently, it is desirable to use the coarsest abstraction level possible and only
refine it if necessary.

Unfortunately, there does not yet exist an approach to apply this automatic refinement approach
in neural network control systems, where the network is repeatedly evaluated, and different
refinement schemes are necessary for different time steps.

Description

The main focus of this work is the implementation of an automatic abstraction refinement ap-
proach for neural network control systems, especially a simulation-based refinement approach
should be implemented and evaluated in this work:

We initially only use linear polynomials for approximating the nonlinear layers of a neural net-
work for all time steps. Whenever the network is evaluated, we use random simulations sampled
from the reachable set at the current time step as heuristics if a given specification can still be
fulfilled. If the simulations show a violation of the specification, a refinement strategy has to be
applied on a prior time step. The results from [4] should be integrated. Different approaches for
deciding when to start refining the network should be tested and compared.

Tasks

« Literature research of neural network verification
+ Familiarize with the toolbox CORA [1]

» Implementation of automatic abstraction refinement approaches for neural network con-
trol system

» Evaluate the approaches on benchmarks from the ARCH competition [5]
+ Optional: Integrate adaptive tuning for the parameters of the reachability analysis [7]
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