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Attention-based Temporal Frustum PointNet for
3D Object Detection

Background

Object detection is an important part of the perception mechanisms of the autonomous
cars. The aim of object detection is to localize the objects surrounding the ego-vehicle and
identify the type of surrounding objects. With the increasing availability of public datasets
that include LiDAR points [1,7,8], object detection is mainly conducted in 3D space for
autonomous driving function. Even though the quality of sensors increase day-by-day,
there are still challenges in front of having perfect detection results such as occlusion due
to dynamic objects and sparsity of depth information provided with LiDAR data. These
problems can be alleviated fusing sequential information in time [5,6]. Temp-Frustum Net
[9] is one of the recently proposed methods that tackle this problem using temporal fusion.

Description

In this thesis, the student will be working on the Temp-Frustum Net [9] to improve its
temporal fusion module using an attention mechanism. Temp-Frustum Net is an extended
version of Frustum PointNet architecture [2]. The Frustum PointNet is a seminal work for
PointNet-based 3D object detection methods. For 3D detection, the 2D bounding boxes
are predicted on images and points in the frustum of each 2D bounding box are extracted.
The extracted points per frustum volume are further segmented to find only the points that
are of the object of interest. Afterwards, 3D Amodal Box Estimation PointNet generates
global feature of the object of interest and finally 3D bounding boxes are predicted using
the generated global features. Temp-Frustum Net extends this architecture by applying a
temporal fusion to the global features of the objects in successive frames. However, the
proposed module relies on the ground-truth 2D bounding boxes and tracking IDs as a proof
of concept, whose quality also affects the 3D detection performance. This weakness will
be also addressed in this thesis using off-the-shelf 2D detector and tracker architectures.
Additionally, the temporal fusion that is realized by GRUs will be supported by attention
mechanisms.

Tasks

This student project consists of the following tasks:

• Reviewing 2D object detection and tracking architectures [1,2] (2-3 weeks)

• Selecting and running one of the architectures that can provide a high recall and
small number of ID Switches on KITTI tracking dataset (1-2 weeks)

• Obtaining results on Temp-Frustum Net using ground-truths and also using the track-
ing results. (2-3 weeks)

• Reviewing temporal attention modules to integrate into Temp-Frustum Net [3,4] (2
weeks)

• Benchmarking the currently integrated attention module (2 weeks)

• Extending the Temp-Frustum Net with the selected temporal attention module (3
weeks)

• Benchmarking the extended Temp-Frustum Net using the ground-truth tracking in-
formation and also the estimated tracking information (6 weeks)

• Reporting, preparation of a new paper out of results and README for the modifica-
tions (3 weeks)
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