Learning Isometric Embeddings of Road Networks using Multidimensional Scaling

Background

A generalizable approach to machine learning-based autonomous driving must necessarily encapsulate all sorts of road structures - not just particular sub-categories thereof, such as multi-lane highways or intersections. However, most research in this domain tends to be limited to specific scenarios. This can be explained by the difficulties associated with engineering a feature space that generalizes across all road topologies.

In a highway driving setting, for instance, a natural approach is to consider the relative Cartesian coordinates of neighboring vehicles when designing a feature space for a deep learning-based planner. Such an approach will, however, yield a misleading representation of the environment in the general case, since the tangible distances in a road network are defined not by the Euclidean distance metric as computed in $\mathbb{R}^2$, but rather by the travel distances implied by the road geometry.

Thus, we seek to obtain an algorithm that outputs a coordinate transform $(x, y) \rightarrow (\hat{x}, \hat{y})$ that more accurately represents the scenario. Our long-term goal is that this will be integrated in downstream prediction and planning research projects, which, in order to generalize across the full spectrum of road geometries, cannot rely on naive, Cartesian coordinates for representation.

![Figure 1: Example of a highway scenario in which we seek to learn distance-preserving node embeddings based on a graph representation.](image)

**Figure 1:** Example of a highway scenario in which we seek to learn distance-preserving node embeddings based on a graph representation.
Description

For facilitating the downstream embedding task, one would first have to convert a CommonRoad LaneletNetwork [1] into a corresponding graph structure. Then, the task would revolve around minimizing some variation of the multidimensional scaling objective

$$\text{Stress}(X) = \sum_{i \neq j = 1, \ldots, N} (d_{ij} - \|x_i - x_j\|)^2,$$

where $N$ is the number of nodes in the resulting road graph, $d_{ij}$ is the known travel distance between a pair of nodes, and $x_i$ and $x_j$ are the learned embedding coordinates for nodes $i$ and $j$, respectively. In other words, our desire is to find a graph embedding (i.e. a set of coordinates for each node in the embedding space) such that the distances in the embedding space have as little distortion as possible compared to the actual distances in the underlying road network.

A multitude of relevant methods have been discussed in the literature, notably including gradient-based approaches [4, 3, 2], and should be identified and compared through an initial literature review with respect to accuracy, stability/repeatability and scalability/complexity.

A Python solution offering an implementation of the chosen algorithm (or, if found to be beneficial, your own unique approach to the problem) should then be created such that it can facilitate downstream research.

Tasks

- Perform a literature review of relevant methods.
- Implement a pre-processing algorithm for obtaining the graph representation of a CommonRoad lanelet network (prior work exists).
- Develop and evaluate an algorithm returning a distance-preserving coordinate embedding for the nodes in a given graph structure.
- Wrap your implementation in an accessible Python interface to facilitate further research.
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