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Encoding the Future: Deep Representati-
ons for Traffic using Graph Neural Networks

Background

For deep learning-based approaches to be successful across the board in the field of motion
planning for autonomous vehicles, there are a number of challenges that need to be addressed.
One of the most crucial ones is the non-trivial problem of representing the surrounding traffic
environment in such a way that it can facilitate learning for deep neural networks-based
models.

In order to limit the scope of the research project, we focus solely on highway driving, where
the local road network topology is both simple and homogeneous, and thus presents a more
tractable research challenge than the general autonomous driving case. In this constrained
setting, we choose the set of available lane changes as the agent’s action space, and we can
hypothesize that the set of surrounding traffic participants, together with the current ego
state and possibly some top-level navigation intent (e.g. take the next exit), make up all the
relevant features.

Figure 1: Example of a typical highway traffic scene.

As illustrated by Figure 1, an arbitrary number of other vehicles may participate in the current
traffic environment. Accordingly, it is highly desirable that the model can process a variable
number of inputs in a joint fashion – while being invariant to the order of processing them.
These criteria rule out standard architectures such as MLPs or RNNs.

On the other hand, Graph Neural Networks (GNNs) present a particularly promising modelling
approach for tackling this problem. Having gained significant traction in recent years, GNNs
have become widely established as the mainstream framework for applying deep learning on
graph-structured data [10]. By learning the optimal weights of internal message encoding
modules, GNNs work by propagating information as messages along the edges in the graph,
before aggregating them at the node level in a multi-layered fashion [9]. Intuitively, given how
interaction effects between vehicles can be thought of as propagating across the given traffic
scene, graphs are well-suited data structures for our problem domain [7].

However, despite GNNs having shown promising results in the highway driving setting by
being directly adopted as the policy network for reinforcement learning-based agents [4,
5], we suggest to add an intermediate modelling layer to our planning pipeline: the state
representation layer. Motivated by a desire to simplify and accelerate downstream learning
tasks, representation learning is concerned with learning abstract state encodings that capture
the essential characteristics of the environment that are relevant to the task at hand [2].
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A common approach to training such representations is to minimize the reconstruction error
via auto-encoder-based architectures [6]. We contemplate that, while attempting to recon-
struct the observed traffic scene is clearly a legitimate and sensible approach, the auxiliary
capacity to implicitly forecast the future environment will yield even more powerful represen-
tations.

Description

In order to formulate this representation learning objective as a tractable learning problem,
we first argue that the drivable area [1] is the foundational environment characteristic in a
planning context. By definition, the drivable area explicitly expresses where the ego vehicle
can and cannot drive without colliding. Accordingly, the intermediate representations resulting
from predicting this property will be maximally aligned with a motion planning objective. Fur-
thermore, we argue that, given that we intend to focus on high-level planning over relatively
long time horizons, defining drivable area within a probabilistic framework is a reasonable
approach. Finally, we claim that the most straightforward (while still sufficiently comprehen-
sive) parameterization is attained by predicting lane-centric, single-dimensional occupancy
probability as a function of the longitudinal position x and the time value t.

More precisely, this corresponds to approximating the Bernoulli occupancy probability func-
tions ôl(x, t) : R+ ×R+ → [0, 1], where l denotes the lane index, x is the longitudinal lane
position starting at x = 0, and t is the time offset such that t = 0 returns the current
lane occupancies. This defines a spatiotemporal, probabilistic occupancy map as illustrated
in Figure 2. By learning lane occupancy as a proxy for useful representation, our goal is that
the intermediate lane encodings can be extracted and then adopted as input features for a
learning-based motion planner.

Figure 2: Overview of the representation learning pipeline. We train our architecture on a super-
vised occupancy prediction problem such that the intermediate fixed-length lane encoding vectors
capture the essential characteristics of the driving environment.

Tasks

• An initial literature review for getting familiar with both theoretical and practical
aspects of GNNs.

• A dataset containing both graph representations of simulated traffic scenes as well as
corresponding multi-step future occupancy grids (discretized both spatially and tem-
porally) has been collected and can be made available for the student at the beginning
of the project.

• The primary workload and contribution of this research project will be to develop
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a GNN-based predictive state representation framework implemented as a trainable
PyTorch module. For effectively designing and training custom-made GNNs, it is re-
commended to base your solution on the PyTorch extension library PyTorch-Geometric
[3].

• For evaluating the representations, a useful comparison would be to benchmark the lear-
ned representations against the observation types already available in CommonRoad-RL
[8].
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